High sensitivity gas spectroscopy of porous, highly scattering solids
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We present minimalistic and cost-efficient instrumentation employing tunable diode laser gas spectroscopy for the characterization of porous and highly scattering solids. The sensitivity reaches $3 \times 10^{-6}$ (absorption fraction), and the improvement with respect to previous work in this field is a factor of 10. We also provide the first characterization of the interference phenomenon encountered in high-resolution spectroscopy of turbid samples. Revealing that severe optical interference originates from the samples, we discuss important implications for system design. In addition, we introduce tracking coils and sample rotation as new and efficient tools for interference suppression. The great value of the approach is illustrated in an application addressing structural properties of pharmaceutical materials.© 2007 Optical Society of America
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High-resolution diode laser absorption spectroscopy (TDLAS) is a well established tool for selective and sensitive gas analysis and has proved its value in many areas of science, as well as in industrial applications [1,2]. The sensitivity of the technique is often improved by employing various noise reduction schemes, such as wavelength modulation spectroscopy (WMS) [3,4]. Since 2001, TDLAS and WMS have also been used for the sensing of gases dispersed within highly scattering media [5]. This approach, often referred to as gas in scattering media absorption spectroscopy (GASMAS), has since then been successfully used for the characterization of various materials, such as polystyrene foam [5,6], wood [7], fruit [8], biological tissue [9], and pharmaceutical solids [10]. However, GASMAS experiments suffer from a much lower sensitivity than the traditional use of TDLAS. By traditional use, we refer to setups with well-defined beam lines together with known and controllable interaction length (often using gas cells). In such a setup, sensitivities are often in the $10^{-7}$ range. In contrast, measurements of gas content in highly scattering solid samples involve dealing with severe backscattering, heavy attenuation, diffuse light, and uncontrollable and unknown interaction lengths. Sensitivities better than $\sim 5 \times 10^{-5}$ have never been reported until now. In the case of oxygen sensing at $\sim 760$ nm, an absorption fraction of $5 \times 10^{-5}$ corresponds to more than a 1 mm path length in ambient air (1 mm $L_{eq}$). It should also be noted that these results have been achieved by imposing vibrations on the experimental setup (averaging out interference fringes). However, limited effort has been directed toward the understanding of the limitations in GASMAS.

In this Letter we have focused on understanding and restraining the negative effects of multiple scattering and have obtained a tenfold increase in GASMAS sensitivity in this way, reaching down to absorption fractions of $3 \times 10^{-6}$ (a 1σ measure at 60 s acquisition time, see Figs. 3 and 4). In addition, this is the first detailed characterization of GASMAS performance, as well as the first investigation of the optical interference phenomena that limits measurement quality. Our findings have important implications for the design of GASMAS instrumentation. Finally, the gained sensitivity is sufficient to fully match the needs in most applications, and thus makes the technique very attractive.

We employ a minimalistic, single-beam WMS-TDLAS instrumentation based on oxygen sensing with a vertical-cavity surface-emitting laser (VCSEL). The instrumentation is schematically described in Fig. 1. Briefly, a 0.3 mW VCSEL (V-763-OXY-MTE, Laser Components) is wavelength tuned over one of the absorption lines in the R branch of molecular oxygen [R9Q10, 760.654 nm vacuum wavelength, peak absorption coefficient $\mu_a = 2.83 \times 10^{-5}$ mm$^{-1}$ in ambient air, according to high-resolution transmission molecular absorption database (HITRAN)]. The modulation signal is created by an arbitrary waveform generator (AWG) (CH-3150, Exacq Technologies) running at 19.3536 MS/s, and...
consists of a triangular ramp (at 18 Hz) that provides a linear frequency sweep and a superimposed harmonic oscillation (18.432 kHz) that allows WMS. In contrast to earlier work, neither optical fibers nor collimating optics are involved. Thus, a divergent beam is injected into our samples (multiple scattering renders collimation superfluous). Light is detected using a 5.6 mm × 5.6 mm large-area photodiode (S1337-66BR, Hamamatsu Photonics), and the resulting detector signal is amplified using a low noise transimpedance amplifier (TIA) (DLPCA-200, FEMTO Messtechnik). Data are sampled at 2.4192 MS/s using an analog-to-digital (A/D) board (NI-6132, National Instruments). For improved sensitivity, a high-pass (HP) filtered and amplified (A) version of the detector signal is also sampled. Laser modulation and data acquisition are synchronized, allowing scan averaging and powerful data postprocessing (without the need of lock-in amplification). This approach has been described by Fernholz et al. [11]. Although the technique inherently provides multiharmonic WMS detection, all data presented here are based on the second harmonic (2f) only. Measurements in ambient air (without a scattering material between laser and detector) show that the system sensitivity is 1 × 10⁻⁶ or better (60 s acquisition time). The system is carefully calibrated in ambient air, and obtained WMS signals are later used as absolute references during quantitative analysis of GASMAS data (i.e., curve fitting using a known experimental WMS signal provides the GASMAS L₂0₂). Furthermore, as expected from WMS theory, the intensity-corrected 2f WMS peak signal is observed to be ~0.3 times the actual absorption fraction [12].

The system performance in GASMAS is characterized by the use of highly scattering, nonporous epoxy samples (10 mm diameter and 3 mm thick) [13]. These samples were manufactured to mimic the optical properties of pharmaceutical solids. By employing photon time-of-flight spectroscopy and diffusion modeling, the reduced scattering coefficient was estimated to ~40 mm⁻¹ and the absorption coefficient to ~5 × 10⁻³ mm⁻¹ (the average optical path length in transmission is of the order of 100 mm). GASMAS measurements on such samples are expected to exhibit oxygen absorption only to the extent of the optical path length offset (space between VCSEL and sample surface). However, even when the path length offset is several millimeters, the registered WMS signal as acquired under static conditions exhibits nothing but a severe optical interference pattern. That the observed signal really is an optical interference pattern is inferred from the symmetry with respect to the triangular scan. Measurements over several minutes reveal that this pattern is stable. However, any small adjustment of either sample or laser position causes a complete change of the interference. This means that mechanical dithering enables us to convert this random (but stable) interference pattern into true interference noise and suppress it by means of waveform averaging.

To quantify interference, the WMS scan was adjusted to place the oxygen absorption imprint in the edge of our scans (close to the top of the triangular scan). We then use the standard deviation of the interference signal (in the region of no oxygen imprint), I₀, as a measure of interference level. Figure 2(a) illustrates this procedure, and Figs. 2(b) and 2(c) show how I₀ is influenced by the laser-sample separation. Interestingly, shown in Fig. 2(b), the interference level does not decrease much as the laser is moved further away from the sample. Even when a 75 mm path is added, yielding an absorption fraction of ~2 × 10⁻³ and a WMS peak of 6 × 10⁻⁴, the oxygen imprint is heavily distorted by random interference. If the sample is removed (and replaced by a filter to ensure similar intensity), the I₀ level drops more than 1 order of magnitude. These experiments rule out the possibility that the random interference signal is due to optical feedback into the VCSEL. Instead, it is clear that the observed random interference is due to the sample. The slight increase in I₀ for short distances can possibly be assigned to changes in injection spot size.

The fact that both the utility signal (oxygen absorption) and the limiting random interference signal are generated inside the sample has important implications for the design of GASMAS instrumentation. For example, the dual beam approach used in our previous work on pharmaceutical characterization [10], should not be capable of efficient interference suppression in GASMAS. This is in agreement with our experiences from that work, where we found it essential to impose vibrations to reveal the oxygen imprint.

Figure 2. (Color online) Optical interference encountered in GASMAS is exemplified in (a) (75 mm added path). There, we also show the signal measured with sample rotation (a procedure described below). Influence of the laser-sample distance is presented quantitatively in (b). The increase in the oxygen signal as L is increased is shown in (c), using a free-space oxygen response as reference (right side of image).
To measure system performance, we conducted two independent experiments. The first is based on the standard addition technique normally used in chemical analysis (determination of concentrations in unknown samples). It involves adding ambient air path lengths between the laser and the sample and the monitoring of the change in oxygen absorption. The second method involves repeated measurements and calculations of Allan deviation [14]. This experiment was conducted using both the epoxy sample discussed above and the pharmaceutical tablets. The outcome of the standard addition is exemplified in Fig. 3, indicating a sensitivity of $-0.1 \text{ mm } L_{eq}$ for an acquisition time of 60 s (corresponding to an absorption fraction of $3 \times 10^{-6}$). Allan deviations for three measurement cases are shown in Fig. 4. Knowing that the absorption imprint remains hidden if no mechanical dithering is employed, this figure clearly shows the effectiveness of sample rotation and beam dithering.

Utilizing very simple instrumentation, this work clearly demonstrates the first submillimeter GASMAS measurements. Furthermore, repeated measurements on more than ten different pharmaceutical tablets show that the day-to-day reproducibility is $-0.3 \text{ mm } L_{eq}$ (presumably limited by laser positioning). The high sensitivity in combination with excellent reproducibility and simplistic instrumentation provide both scientific and industrial potential. The use of the proposed approach for characterization of pharmaceutical materials will be described in detail in a forthcoming article [15].

The authors acknowledge the enthusiastic support offered by Sune Svanberg.

### References


---

**Fig. 3.** Sensitivity analysis by means of standard addition and sample rotation. Residual standard deviation $\sigma$, and average absolute deviations, $\varepsilon$, for linear regression are stated. In epoxy measurements, the obtained signal originates from the ambient air path between laser and sample. Since the same path offset is present in the pharmaceutical data, the oxygen imprint for the tablet is $\sim 18 \text{ mm } L_{eq}$.

**Fig. 4.** Allan deviation based on 400 consecutive 1 s measurements. Data shown are from measurements on a pharmaceutical tablet under sample rotation ($L_{eq} = 25.8 \text{ mm}$), the epoxy sample with tracking coil beam dithering ($L_{eq} = 20.7 \text{ mm}$), as well from free-space measurements (no scattering sample present, $L_{eq} = 76.5 \text{ mm}$).