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Abstract

Optical absorption spectroscopy is a widely used analytical tool
for constituent analysis in many applications. According to the
Beer-Lambert law, the transmitted light intensity through a ho-
mogeneous medium is an exponential function of the product of
the concentration, the total pathlength, and the absorption cross-
section of the absorbing substance. By studying the intensity loss
at the unique absorption band of the absorbing substance, its con-
centration can be retrieved. However, this method will encounter
some difficulties if the light is not only absorbed but also strongly
scattered in the material, e.g., in a turbid medium (biological tis-
sues, porous ceramics, wood), which results in an unknown ab-
sorption pathlength. Such a problem can be solved by study-
ing light propagation with different theoretical models, and the
scattering and absorption properties are then retrieved. One aim
of the present thesis work is to develop a new experimental ap-
proach to study light propagation in turbid media – frequency-
modulated light scattering interferometry (FMLSI), originating
from the well-known frequency-modulated continuous-wave tech-
nique in telecommunication field. This method provides new pos-
sibilities to study optical properties and Brownian motion simul-
taneously, which is particularly useful in biomedical applications,
food science, and for colloidal suspensions in general.

Another important application of absorption spectroscopy is to
monitor gas concentration in turbid media, where the gas absorp-
tion pathlength is a priori unknown due to heavy light scattering
in the porous medium. The technique is referred to as gas in scat-
tering media absorption spectroscopy (GASMAS), and is based
on the principle that the absorption spectrum of gases is much
narrower than that for the solid- or liquid-phase host materials.
By linearly scanning the wavelength of the light source across an
absorption line of the gas and examining the absorption imprint
superimposed on the transmitted light signal, the very weak in-
tensity loss due to the gas of interest can be measured for gas
concentration assessment.

In order to obtain the absolute gas concentration, a focus in
the present thesis work is to determine the gas absorption path-
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Abstract

length in turbid media. The FMLSI technique is proposed to ob-
tain the mean optical pathlength – the total pathlength through
both the pores and the matrix material. The combined method of
the FMLSI and GASMAS techniques is then developed to study
porous media, where an average gas concentration in the porous
media can be obtained. A conventional method for pathlength or
optical properties determination – frequency domain photon mi-
gration – is also combined with the GASMAS technique to study
the total gas absorption pathlength and the porosities of ceram-
ics, which, as a result, also contributes to further understanding
of light propagation in porous media. Another method is also pro-
posed to get the absolute gas concentration without knowing the
optical pathlength. It is based on absorption line shape analysis –
relying on the fact that the line shape depends upon the concen-
tration of the buffer gas. This method is found to be very useful
for, e.g., gas concentration monitoring in food packaging.
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Populärvetenskaplig
Sammanfattning

Gaser är viktiga i de mest skilda sammanhang, inte minst inom
energi-, miljö- och medicinomr̊adena. Naturgas har en viktig
del i energiförsörjningen. Atmosfärens gaser st̊ar i nära kop-
pling till livsprocesser i människor, djur och växter. Gasformiga
föroreningar ställer till stora problem. Inom medicinen är syr-
gas livsviktig, men även andra gaser kan utnyttjas inom anestesi
och för analys av sjukdomstillst̊and. Mätmetoder för gaser är
viktiga, och tekniker som är baserade p̊a optiska metoder är
särskilt kraftfulla. Oftast finns gasen fritt, men ibland är den
innesluten i porer i olika material. D̊a har det varit sv̊art att
studera den. Föreliggande avhandling beskriver studier av gas,
som finns i porer eller större inneslutningar i en mängd mate-
rial, t.ex. trä, keramik, livsmedel, eller i medicinska sammanhang,
t.ex. bih̊alor eller lungor. Undersökningar av dylik gas är ett
forskningsomr̊ade som nyligen utvecklats i Lund, och som synes
ha m̊anga tillämpningar. Laserspektroskopiska metoder används,
dvs man utnyttjar en laser, vars färg kan ändras s̊a att men suc-
cessivt kan komma i kontakt med olika av gasens energiniv̊aer
och därigenom f̊a ett karakteristiskt fingeravtryck av den. Efter-
som porösa material ej är homogena sker en starkt ljusspridning
inom materialet, vilket leder till att den väg, som ljuset tillryg-
galägger genom provet blir odefinierad – b̊ada korta och l̊anga
vägsträckor finns samtidigt i en viss fördelning. Detta gör att en
bestämning av gaskoncentrationen blir mycket mera komplicerad
än i det konventionella fallet, där ljuset g̊ar en bestämd sträcka,
genom t.ex. en kyvett. Avhandlingen handlar om metoder för att
trots de föreliggande sv̊arigheterna lösa problemet, och ett antal
olika tillvägag̊angssätt presenteras. Att göra referensmätningar
med känd gaskoncentration, eller att samtidigt mäta tv̊a gaser,
där den enas koncentration är känd (t.ex vatten̊anga, vars kon-
centration bestäms av temperaturen) medger att koncentrationen
för den sökta gasen kan fastställas. Ibland kan detta inte prak-
tiskt genomföras, och d̊a erfordras andra angreppssätt. Genom

vii



Populärvetenskaplig Sammanfattning

att sända mycket korta ljuspulser genom provet och uppmäta ljus-
partiklarnas olika ankomsttider till detektorn kan den effektiva
väglängden genom det spridande provet bestämmas. Ett prob-
lem är d̊a att gängse utrustning för detta är helt annorlunda är den
som används för gasmätningen, vilket gör tillvägag̊angssättet kom-
plicerat och kostsamt. Inom ramen för avhandlingen har istället
utvecklats alternativa metoder, som utnyttjar den smalbandiga
och kontinuerligt arbetande halvledarlaser, som ändock används i
gasmätningen. Bara lite extrautrustning med känd och kostnad-
seffektiv radiofrekvens-teknik behövs. En metod bygger p̊a inter-
ferometri, där olika ljuskomponenters frekvensavvikelser p̊a grund
av tidsfördröjningen genom provet utnyttjas. I ett annat fall mod-
uleras intensiteten p̊a lasern mycket snabbt, och fasförskjutningar i
det detekterade ljuset, som fördröjts, bestäms. I alla dessa metoder
är det dock den totala vägsträckan, även den genom det i samman-
hanget ointressanta fasta materialet, som mäts. Ofta kan dock den
intressanta vägsträckan relateras till mätresultatet. Speciellt har
porositeten i olika typer av keramer kunnat studeras. Slutligen
visas, att man kan använda sm̊a förändringar i den uppmätta spek-
troskopiska linjeformen för att bestämma koncentrationen av de i
gasen kolliderande molekylerna. Nu kommer inte alls vägsträckan
in i bilden och problemet är i princip löst, men istället fordras
mycket hög kvalitet p̊a de signaler som uppmäts. Resultatet av
avhandlings-arbetet kan göra praktiska tillämpningar inom materi-
alvetenskap, livsmedelsförpackning och medicinsk diagnostik mera
kraftfulla.
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Chapter 1

Introduction

Optical techniques, where light is studied and measured, have
found very broad applications due to their high accuracy, high se-
lectivity and non-intrusive property. Absorption spectroscopy, as
one of the most important methods in the catalogue of optical tech-
niques, has also found tremendous applications or even provoked
new scientific fields, e.g., gas absorption spectroscopy [1], spec-
trophotometry in chemical [2] and biological [3, 4] applications,
astronomical spectroscopy [5] and fundamental atomic/molecular
spectroscopy [6]. By examining light attenuation through the ab-
sorptive materials, absorption spectroscopy can measure the con-
centration of the absorbing substance based on the Beer-Lambert
law, which states that the light attenuation is dependent upon
the product of the concentration and the pathlength. In many of
the applications mentioned above, the pathlength through the ab-
sorbing substance can be readily obtained since scattering is much
weaker than absorption, and the concentration is then retrieved.
However, there are also numerous applications where scattering is
equally important or even dominant, e.g., in turbid media. Thus,
the absorption pathlength becomes unknown, which significantly
increases the difficulties of applying absorption spectroscopy, since
the concentration and the pathlength are entangled.

The present thesis work focuses on absorption spectroscopy in
applications to turbid media. Two research topics are covered.
One is to develop a new experimental approach to study light
propagation in turbid media, based on which the absorption spec-
troscopy can be employed to characterize the turbid media. The
other one – the main work of the thesis – is to measure the abso-
lute gas concentration enclosed in the pores or cavities of turbid
media, e.g., human sinuses, ceramics, and food packages. The en-
closed gases can actually be considered as special absorbing sub-
stances, which have extremely narrow absorption lines or finger-
print and can be detected by gas absorption spectroscopy. In both
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1.1 Beer-Lambert law

situations, the absorption pathlength is unknown, constituting the
main problem of absorption spectroscopy in the application of tur-
bid media, which hopefully could be partly solved by employing
different approaches provided in this thesis.

In the following sections, we will start from the basis of ab-
sorption spectroscopy – the Beer-Lambert law, and then discuss
the challenges and solutions when applying the Beer-Lambert law
to turbid media. Furthermore, the applications of absorption spec-
troscopy towards gas monitoring are introduced in Sect. 1.3. The
problem of unknown gas absorption pathlength in turbid media is
discussed, and the possible solutions studied in this work are also
briefly described. Finally, the aims and conclusions of the present
thesis work are summarized.

1.1 Beer-Lambert law

In 1729, Pierre Bouguer pointed out that the transmission of light
through a substance has a logarithmic dependence on the ab-
sorbance [7], i.e.,

κ = log10

(
I0
I

)
. (1.1)

Here I and I0 are the transmitted and incident light intensity,
respectively, and κ is the absorbance which is unit-less. Johann
Heinrich Lambert later proposed that the absorbance is linearly
proportional to the light pathlength L [cm] [8], while August Beer
in 1852 suggested that the absorbance is also linearly proportional
to the concentration of the substance N [cm−3] [9]. According to
the conclusions given by these pioneers, the absorbance is then
expressed as

κ =
αL

ln 10
=
σNL

ln 10
, (1.2)

where α = σN is absorption coefficient [cm−1], and σ is absorption
cross section [cm2] describing the possibility of light being absorbed
by the substance, which primarily depends upon the atomic and
molecular structures of the substance. With the above two equa-
tions, we can then conclude the modern derivation of the Beer-
Lambert-Bouguer law based on natural logarithm, which is also
often referred to as the Beer-Lambert law:

I = I0 exp(−σNL). (1.3)

If there are many absorbing substances, the total absorption co-
efficient is then the sum of the individual absorption coefficients,
i.e.,

∑
i σiNi. Notably, the absorption coefficient is sometimes de-

noted by µa [cm−1], e.g., to describe the absorption of solid- or
liquid-phase material in turbid media.

Obviously, by measuring the loss of light through samples, the
concentration of the absorbing substance in the host material can
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be deduced if the absorption cross-section and absorption path-
length are known. The species of the absorbing substance can also
be identified in some cases due to their unique absorption imprints.

1.2 Absorption spectroscopy in turbid media

One critical prerequisite when applying the Beer-Lambert law is
that the absorption pathlength must be known which means that
the absorbing medium cannot scatter light. In other words, the
Beer-Lambert law is not applicable to turbid media where the light
is not only absorbed but also substantially scattered. Unfortu-
nately, turbid media, to some extent, even more widely exist in our
daily life compared with the non-turbid materials. The scattering
effect, described by the scattering coefficient µs [cm−1], frequently
dominates over absorption, e.g., in biological tissues probed in the
near infrared region. However, by employing different experimen-
tal approaches, e.g., time-dependent measurements, and theoret-
ical modeling methods such as diffusion theory and Monte Carlo
simulations to study light propagation in turbid media, the absorp-
tion and scattering coefficients can be separated. These approaches
yield new opportunities of the absorption spectroscopy techniques
in the application to turbid media, especially in biomedical field
[10–13]. On the other hand, the broadband absorption spectrum
can also be resolved to study the constituents of turbid media,
e.g., wood materials [14, 15], granular samples or diary products
[16–19]. Apart from direct optical diagnosis based on absorption
spectroscopy, modeling light propagation or studying the scatter-
ing and absorption coefficients is also fundamentally important in
many biomedical applications [20–22]. Inspired by the broad appli-
cations, one of the aims of the present thesis work is to investigate
the possibility of using a new experimental approach – frequency
modulated light scattering interferometry (FMLSI) to study light
propagation in turbid media; see Papers II, III, and IV.

Aside from applications mentioned above, another motivation
of studying light propagation in turbid media is to understand
the structure and sometimes dynamics of turbid media, since the
scattering coefficient significantly depends on the structure of the
turbid media. The possible applications include particle sizes as-
sessment in colloidal suspension [23–25], viscosity or rheology stud-
ies in dynamic turbid media [26], and pore sizes measurement in
porous media [27–29], etc.

1.3 Gas monitoring in turbid media

Another important area of absorption spectroscopy is gas concen-
tration monitoring based on the unique narrow-band absorption
“fingerprint” of gases. Different types of optical techniques have
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been developed, such as differential absorption lidar [30, 31], dif-
ferential optical absorption spectroscopy [32] and tunable diode
laser absorption spectroscopy (TDLAS) [33]. Typical applications
include, e.g., atmospheric gas monitoring [34, 35], exhaust gas or
gas pollutant monitoring in industry [36, 37], and combustion or
plasma diagnostics [38]. In all those techniques or applications,
the gas absorption pathlengths are well defined or can be cali-
brated. Thus the concentration of the gases can be easily deduced
according to the Beer-Lambert law. However, there is the case
where one is interested in the gases enclosed in turbid media such
as human sinuses and food packages, which promoted the inven-
tion of the gas in scattering media absorption spectroscopy (GAS-
MAS) technique in 2001 as a variety of the TDLAS technique.
The principles of the GASMAS technique are based on the fact
that the gas absorption spectrum is substantially narrower than
that of the solid- or liquid-phase host materials [39]. Unfortu-
nately, we again come to the situation mentioned above, i.e., the
gas absorption pathlength is unknown because of the strong light
scattering in the host material. This thus composes the main aim
of the thesis work, i.e., fighting with the unknown gas absorption
pathlength to measure the absolute gas concentration in turbid
media. The first approach is to study light propagation in the
turbid medium, and measure the total optical pathlength using
e.g., the FMLSI technique and the frequency domain photon mi-
gration (FDPM) method. The total pathlength can then be used
to estimate the gas absorption pathlength, as shown in Papers I
and V. On the other hand, the combination of pathlength mea-
surement techniques and the GASMAS techniques also provides
the new possibility to non-intrusively study the porosity of porous
media; see Papers VI and VII. Another approach is to measure
the absorption of a specific gas to determine the concentration of
other gases in the gas mixture, by studying the gas absorption line
shape which depends upon the concentrations of buffer gases; see
Paper VIII. This method enables gas concentration monitoring
without knowing the absorption pathlength, and provides great
possibilities for gas monitoring in turbid media. In Paper IX, dif-
ferent approaches for measuring gas concentration in turbid media
and possible applications of the GASMAS technique are summa-
rized.

Although the aim of investigating the FMLSI technique is to
figure out the gas absorption pathlength, it finally turned out that
it is actually a very promising approach to study light propagation
in turbid media, as discussed in Sect. 1.2.

1.4 Aims and outline of the thesis

Two general aims of the thesis work can be summarized below:
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(i) To retrieve the absolute gas concentration in turbid media;

(ii) To provide a new experimental approach to study light prop-
agation in turbid media.

The thesis is organized as follows:

Chap. 2 is focused on the theoretical aspects of light propagation
in turbid media. The photon diffusion equation is retrieved
from transport theory based on spheric harmonic and dif-
fusion approximations. The frequently used time-of-flight
spectroscopy (TOFS) as well as the FDPM method are dis-
cussed in detail.

Chap. 3 introduces the FMLSI technique, which can also be used
to study light propagation in turbid media, but utilizing a
coherent tunable light source. The theoretical aspects as well
as the instrumentation are discussed in detail. Furthermore,
the applications towards static and dynamic turbid media
are discussed.

Chap. 4 describes the principles of TDLAS, which is the also
the basis of the GASMAS technique. The working mecha-
nism of tunable diode lasers is briefly introduced. Finally, a
sensitivity enhancement technique – wavelength modulation
spectroscopy, is discussed in detail.

Chap. 5 discusses the principles, challenges and applications of
the GASMAS technique, including the solutions for abso-
lute gas concentration measurements, and porosity studies
in porous turbid media.
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Chapter 2

Light Propagation in Turbid
Media

Light propagation in turbid media is a very complicated process.
Generally, three different phenomena can occur, i.e., absorption,
emission (e.g., fluorescence) and scattering. One commonly used
modeling approach is the transport theory, which takes the particle
nature of light into consideration. In the context of the present
thesis work, we focus on the transport theory which only deals with
two interactions, namely, absorption and scattering. This chapter
will briefly give the theoretical description of the transport theory
and its approximation – the photon diffusion equation, as well as
the analytical solutions for media with simple geometries. For
details of the transport theory and photon diffusion equation, the
readers are referred to, e.g., [40–42]. The experimental techniques
for studying light propagation in turbid media are also discussed.
By fitting different theoretical models to the experimental results,
the optical properties – absorption and scattering coefficients – can
be retrieved.

2.1 Absorption and scattering in turbid media

When light is irradiated on a turbid sample, it will be absorbed and
scattered by the host medium. Absorption is generally described
by the absorption coefficient µa [cm−1], giving the probability of a
photon being absorbed per unit pathlength. Its reciprocal yields
the average pathlength before the photon is absorbed. Similarly,
the scattering coefficient µs [cm−1] describes the probability that
the photon is scattered per unit pathlength. The reciprocal, 1/µs,
is referred to as mean free pathlength. However, additional treat-
ment for scattering event is required, since the directions of the
photons are changed by scattering. This can be modeled by the
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Figure 2.1. Phase function for dif-
ferent anisotropy factors.

Figure 2.2. Absorption co-
efficients of water, oxygenated
hemoglobin (HbO2) and deoxy-
genated hemoglobin (Hb) [44, 45].
The low absorption wavelength re-
gion (600-1400 nm) is often re-
ferred to as the tissue optical win-
dow.

phase function p(ŝ′, ŝ), indicating the possibility of the photon be-
ing scattered from ŝ′ to ŝ. For large particles with sizes comparable
with the optical wavelength or even larger, the scattering in turbid
media shows a forward tendency, meaning anisotropic scattering
and frequently assumed to be only dependent upon the scattering
angle θ = ŝ′ · ŝ. The forward tendency can be described by the
anisotropy factor g (g-factor):

g =< cos(θ) >=

∫ π

0

p(ŝ′, ŝ)(ŝ′ · ŝ)dΩ′. (2.1)

However, the phase function is almost impossible to retrieve if
the material structures are unknown. One frequently used ap-
proximate phase function is the Henyey-Greenstein phase function,
given by [43]:

p(θ) =
1

4π

1− g2

(1 + g2 − 2g cos θ)3/2
. (2.2)

Figure 2.1 gives the phase function for different g values. One
could see that larger g values indicates that the forward scattering
is more dominant, with isotropic scattering described by g = 0.

Another aspect regarding absorption and scattering coefficients
is the wavelength dependency. The absorption spectrum for differ-
ent materials can vary a lot, as shown in Fig. 2.2. The wavelength
dependency of the scattering coefficient generally follows the law
of Mie scattering, given by

µs(λ) = a

(
λ

λ0

)−b
. (2.3)

Here λ0 is the reference wavelength. The parameters of a and b
must be determined experimentally for individual media depend-
ing on the particle sizes and spatial structures.

2.2 Radiative transfer equation

Considering the photon distribution N(r, ŝ, t) in a small volume V ,
the net change of photon distribution must obey the energy con-
servation principle, i.e., be equal to the difference between photon
gain and loss, as shown in Fig. 2.3. The variation of the pho-
ton density can then be described by the radiative transfer equa-
tion (RTE) [46]. Normally, the radiance L(r, ŝ, t) = hνcN(r, ŝ, t),
which is defined as the power per unit area and steradian at the
time of t and position r (Wm−2sr−1), is utilized to formulate the
RTE:

1

c

∂L

∂t
= q︸︷︷︸

i)

+µs

∫
4π

p(ŝ′, ŝ)LdΩ′︸ ︷︷ ︸
ii)

− (µs + µa)L︸ ︷︷ ︸
iii)

− ŝ · ∇L︸ ︷︷ ︸
iv)

.
(2.4)
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Figure 2.3. Energy conserva-
tion principle of radiative trans-
port theory in a volume V ; the di-
rection of light propagation is given
by ŝ. The energy gain due to (i)
light source in the volume and (ii)
scattering from other positions, the
energy loss due to (iii) scattering
and absorption, and (iv) the en-
ergy gain and loss when photons
enter or exit the boundary.

Here c = c0/neff is the light speed in the medium, c0 is the light
speed in vacuum and neff is the effective refractive index of the
medium. The net change of the radiance originates from different
contributions, and is explained as follows:

(i) Radiance gain due to the light source q(r, ŝ, t) inside the
volume;

(ii) Radiance gain due to scattering, i.e., the photons scattered
from position ŝ′ to position ŝ, which is an integration from
all possible direction of ŝ′;

(iii) The radiance loss due to the absorption and scattering, which
is proportional to the absorption (µa) and scattering (µs)
coefficients, i.e., (µa + µs)cL;

(iv) Another type of loss is due to photons crossing the volume
boundary, i.e.,

∮
S
cLŝn̂dS = −

∫
V
c∇L · ŝdV . The volume

integration is disregarded in Eq. (2.4).

The RTE is hard to solve. One widely used method to provide nu-
merical solutions is Monte-Carlo simulations. By launching enor-
mous numbers of photons and tracking them individually with pre-
defined absorption and scattering coefficients, the fluence rate or
photon density at each location is obtained [47, 48]. Thus, Monte-
Carlo simulation is a statistic method and time consuming, and
the accuracy significantly relies on the launched photon numbers.
In recent years, the computation time has been greatly reduced
up to an order of 103 by using graphics processing units (GPU)
[49, 50]. With the effort of many different methods to reduce the
computation time, Monte-Carlo methods become more and more
popular for simulating light propagation in turbid media [51–54].

In the next section, approximations are made and the diffusion
equation can be obtained, from which analytical solutions are also
deduced for several simple geometries.

2.3 Photon diffusion equation

The RTE can be reduced to a system of coupled equations by ex-
panding the angular-dependent radiance and light source into an
infinite series of spherical harmonics. By truncating the harmonics
at N th order, the RTE is reduced to N + 1 coupled equations, and
the corresponding approximation is referred to as PN approxima-
tion [55]. Normally, only low-order spherical harmonics are used,
e.g., the P1 and P3 approximation [56–58]. Higher order approxi-
mation can give higher accuracy, but with an increased complexity.
Recent work has also shown that the simplified PN (SPN ) approx-
imation can significantly reduce the complexity [59, 60]. In the
present thesis work, the P1 (i.e., N = 1) approximation is made
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2.3 Photon diffusion equation

Figure 2.4. The relationship be-
tween scattering coefficient and re-
duced scattering coefficient.

followed by diffusion approximation, resulting in a so-called diffu-
sion equation. The diffusion equation is a very general equation,
which has been widely used to describe different physical problems
in different fields, e.g., heat transfer, hydrodynamics, and nuclear
physics. We thus hereby refer to the diffusion equation obtained
for light propagation in turbid media as the photon diffusion equa-
tion.

The P1-approximations of the radiance and light source are
given by:

L(r, ŝ, t) =
1

4π
Φ(r, t) +

3

4π
F(r, t) · ŝ, (2.5)

q(r, ŝ, t) =
1

4π
q0(r, t) +

3

4π
q1(r, t) · ŝ. (2.6)

Here Φ(r, t) is the fluence rate [W/m2], given by the integration
of radiance over all ŝ, and F(r, t) is the flux [W/m2] which is a
vector quantity describing the net photon flux. However, the above
approximations are only valid when the scattering dominates over
the absorption, i.e., µs >> µa and the detector is far from the
source [41, 61]. Substituting the above equations into the RTE
equation, one can get two separate coupled equations(

1

c

∂

∂t
+ µa

)
Φ(r, t) +∇ · F(r, t) = q0, (2.7)

[
1

c

∂

∂t
+ µa + (1− g)µs

]
F(r, t) +

1

3
∇ · Φ(r, t) = −q1. (2.8)

Equation (2.7) is obtained by integration over all ŝ, and Eq. (2.8) is
obtained by multiplying ŝ before integration. From Eq. (2.8), one
could see that the anisotropy factor and the scattering coefficient
are combined together, and only their product, i.e., the reduced
scattering coefficient µ′s = (1 − g)µs is possible to retrieve. The
reciprocal l∗ = 1/µ′s gives the distance needed for the light to
become totally randomized, and is often referred to as transport
mean free path, as shown in Fig. 2.4. The diffusion equation can
be derived based on the following two assumptions:

(i) The light source is isotropic, i.e., q1 = 0. The collimated
source can always be considered as an isotropic source at the
depth of one transport mean free path, as discussed below.
The isotropic condition can be satisfied if the detector is far
from the boundaries and source [62], i.e., to detect light in
the diffusive region.

(ii) The temporal change of the flux is negligible over the dis-
tance of 1/µ′s, i.e., ∂F/∂t = 0. This requires that the light
pulse duration should be longer than 1/µ′sc. For the si-
nusoidally intensity-modulated light source, the modulation
frequency (ω) must satisfy ω � µ′sc.
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Figure 2.5. The impulse response
for different optical properties. (a)
µa = 0.01 cm−1, µ′s = 6, 8, ...18
cm−1; (b) µ′s = 15 cm−1, µa =
0.02, 0.04, ...0.14 cm−1.

Equation (2.8) can then be rewritten as Fick’s law:

F(r, t) = −D∇Φ(r, t). (2.9)

Here D is defined as the diffusion coefficient, given by

D = 1/ [3(µ′s + µa)] . (2.10)

Some arguments suggest that the diffusion coefficient is indepen-
dent of absorption, i.e., D̃ = 1/ (3µ′s) [63, 64]. However, large
discrepancies for the diffusion coefficient between different defini-
tions only occur for large absorption coefficient. Thus, this is not
significant in diffusion theory, since it is not valid any more in this
case. The diffusion coefficient D̃ is actually more frequently used
in Monte-Carlo simulation, which can give much more accurate
results even if the absorption is substantially large [65]. Substi-
tuting Eq. (2.9) into Eq. (2.7), the photon diffusion equation for
homogeneous media is obtained:

1

c

∂Φ(r, t)

∂t
−D∇2Φ(r, t) + µaΦ(r, t) = q0(r, t). (2.11)

2.4 Time and frequency domain solutions

Although the RTE has been greatly simplified when transformed
into the photon diffusion equation, it is still difficult to solve ana-
lytically for media with complicated geometries. The numerical fi-
nite element method (FEM) can render solutions to the photon dif-
fusion equation. The FEM method discretizes geometrically large
volumes into small volume elements, leading to a linear equation
system, since the fluence rate in a small volume can be considered
linear. The linear equation is then solved for each element, and
the solutions can be obtained in principle for any arbitrary geom-
etry. However, the FEM method has high demands on computer
memory, which might cause computational problems. Notably,
the RTE equation, in principle, could also be solved by the FEM
method [66]. Here, we briefly introduce the analytical solutions of
the photon diffusion equation for several simple geometries in the
time and frequency domains, which have been extensively used in
this thesis work. For a detail discussion regarding the solutions,
we refer to [57, 67, 68].

2.4.1 Infinite medium

Considering an isotropic light pulse with unit intensity q0 =
δ(r=0)δ(t), the impulse response for an infinite medium can be
simply given by the Green’s function:

Φ(r, t) =
c

(4πDct)3/2
exp

(
− r2

4Dct
− µact

)
. (2.12)

11



2.4.2 Semi-infinite and slab-shaped media

Figure 2.5 shows the time-dependent fluence rate at a certain
source-detector separation for different optical properties. Ob-
viously, the changes of the absorption and scattering coefficients
result in quite different behaviors of the time-of-flight (TOF) dis-
tribution. This enables the separation of µa and µ′s by analyzing
the time-dependent fluence rate. However, they are also very sen-
sitive for measurement errors due to their relatively strong corre-
lations [69–71]. Thus, good signal-to-noise ratio (SNR) is required
to obtain accurate results.

From the time-dependent fluence rate or TOF distribution,
the mean time-of-flight (MTOF) τMTOF can be deduced from the
weighted average:

τMTOF =

∫ ∞
0

Φ(r, t)tdt
/∫ ∞

0

Φ(r, t)dt, (2.13)

and the mean optical pathlength (MOPL) is then simply given by
Lm = cτMTOF, which can be used for concentration measurements
of absorbing substances or chromophores in human tissue [72], and
gas enclosed in turbid media [73].

2.4.2 Semi-infinite and slab-shaped media

In the case of a semi-infinite medium, the light source illuminates
as a small spot on the surface of the sample. This can be treated
as an isotropic light source at the depth of z0 = 1/µ′s, where the
photons have completely lost their initial directions. Another chal-
lenge for a semi-infinite medium is the boundary, where internal
reflection can occur and there is no diffusive light coming back
once they are emitted from the scattering media. One commonly
used method to treat the boundary condition is to add a nega-
tive mirror source outside the scattering medium, as illustrated in
Fig. 2.6(a) [74]. An extrapolated boundary at the position of ze is
introduced in order to compensate for different refractive indices
of the medium and the outside air. With this approach, the flu-
ence rate at the extrapolated boundary becomes zero, and the loss
due to the real boundary in the semi-infinite medium is then con-
sidered by the negative source. The position of the extrapolated
boundary can be analytically given by ze = 2AD, where A can be
approximated by

A =
2/(1−R0)− 1 + | cos θc|3

1− | cos θc|2
, (2.14a)

R0 =

(
n− n0

n+ n0

)2

, (2.14b)

θc = arcsin
(n0

n

)
. (2.14c)
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Figure 2.6. Extrapolated bound-
aries and mirror sources for (a)
semi-infinite and (b) slab-shaped
media.

Here n and n0 are the effective refractive indices of the turbid
medium and air, respectively. The impulse response at an arbi-
trary position within the medium can then be described as the sum
of the contributions from the positive and negative light sources:

ΦR(r, t) =
c

(4πDct)3/2
exp(−µact)

×
[
exp

(
− r2

+

4Dct

)
− exp

(
− r2

−
4Dct

)]
,

(2.15)

where {
r+ =

√
ρ2 + (z − z0)2,

r− =
√
ρ2 + (z + z0 + 2ze)2.

(2.16)

For a slab-shaped medium with a thickness of s, extrapolated
boundaries are introduced on both sides of the samples, i.e., at the
positions −ze and s + ze, by introducing negative mirror sources
at z−,0 and z−,1, respectively. However, these two mirror sources
will result in a violence of the boundaries condition when they are
placed simultaneously. Thus, instead of a single negative mirror
source, an infinite numbers of positive and negative mirror sources
are introduced, as shown in Fig. 2.6(b) [75]. Similarly, the impulse
response is the sum of the contributions from all sources. The
transmitted light intensity, which has been studied for polystyrene
foams and Intralipidr samples in Papers II and III, is given by
[57]

ΦT(r, t) =
c

2
(4πD)−3/2(ct)−5/2 exp

(
− ρ2

4Dct
− µact

)
×

+∞∑
m=−∞

[
z+,m exp

(
− z

2
+,m

4Dct

)
− z−,m exp

(
− z

2
−,m

4Dct

)]
,

(2.17)
where {

z+,m = s(1− 2m)− 4mze − z0,
z−,m = s(1− 2m)− (4m− 2)ze + z0.

(2.18)

2.4.3 Frequency domain solutions

The frequency domain solutions are the response when the tur-
bid medium is irradiated by a sinusoidally intensity-modulated
continuous-wave light [76]. The meaning of ”frequency domain”
originates from the fact that a pulse light source can always
be decomposed into an infinite number of sinusoidally intensity-
modulated light waves. The light intensity with modulation fre-
quency f and amplitude Am can be described by

q′0(r, t) = δ(r = 0)[1 +Am exp(i2πft)]. (2.19)

For a linear system, the response for any input is the convolution
of the impulse response and the input function. Thus, the response
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2.4.3 Frequency domain solutions

Figure 2.7. Principle of the FDPM
technique. The light source is sinu-
soidally intensity-modulated. Due
to scattering and absorption, the
transmitted light intensity is phase
shifted, and the modulation depth
is also reduced.
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Figure 2.8. Simulated phase shifts
at different modulation frequen-
cies. The optical properties are
µ′s = 30 cm−1, µa = 0.05 cm−1,
and the refractive index is 1.4.

for an sinusoidally intensity-modulated light is the convolution bet-
ween the Green’s function and the light source radiance q′0(r, t):

Φ(r, f, t) =
1√
2π

∫ ∞
−∞

q′0(r, t− t′)Φ(r, t′)dt′

=
1√
2π

∫ ∞
−∞

Φ(r, t′)dt′

+
Am exp(i2πft)√

2π

∫ ∞
−∞

Φ(r, t′) exp(−i2πft′)dt′.
(2.20)

Equation (2.20) shows that the response for the intensity modu-
lated light is a Fourier transform of the impulse response in the
time domain. By measuring the phase shift and the reduced mod-
ulation depth, one can retrieve the optical properties of the turbid
medium. Such a method is then referred to as the frequency do-
main photon migration (FDPM) technique. For the transmission
measurement on the medium with slab geometry, the solution in
the frequency domain ΦT (r, f, t) is given by:

ΦT (r, f, t) =
exp(i2πft)

(2π)3/2

+∞∑
m=−∞

[
z2

+,m

r2
+,m

(1 + αr+,m) exp(−αr+,m)

− z2
−,m
r2
−,m

(1 + αr−,m) exp(−αr−,m)

]
.

(2.21)
Here {

r±,m =
√
ρ2 + z2

±,m,

α =
√

(µac+ i2πf)/cD.
(2.22)

The direct-current (DC) signal is neglected in Eq. (2.21), since it
can always be obtained by simply setting f = 0. For relatively low
modulation frequencies, the phase shift is approximated by [72]

φ = 2πfτMTOF. (2.23)

Equation (2.23) has been utilized for MOPL assessment in Pa-
pers V, VI and VII. The validation of the above equation depends
upon optical properties and sample thickness. In general, equation
(2.23) holds if fτMTOF � 1; however, it is not a necessary condi-
tion. Simulation results are given in Fig. 2.8. Clearly, the phase
shifts obtained from Eq. (2.21) and the Fourier transform of Eq.
(2.17) are in good agreement. As can be seen, equation (2.23) gives
a very good approximation in the low frequency region, while the
discrepancy increases substantially as the modulation frequency
increases.
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Figure 2.9. (a) System schematic
of a TOFS system; (b) the
schematic of the TCSPC tech-
nique. The input reference and de-
tected signals are first converted
to digital pulses by the constant
fraction discriminators (CFD), and
the time difference between the
two digital pulses is converted to
a voltage by a time-to-amplitude
converter (TAC), followed by an
analog-digital converter (ADC).

2.5 Time-of-flight spectroscopy

Originating from absorption and scattering, photons emitted at
the position of the light source will arrive at the detector with dif-
ferent traveling times, i.e., experiencing different flight times. The
TOF distribution, equivalent to the time dependent fluence rate,
can be measured by photon time-of-flight spectroscopy (TOFS), as
shown in Fig. 2.5. By modeling a measured time-of-flight distri-
bution with e.g., diffusion theory, the optical properties can easily
be deduced.

The TOFS technique was first demonstrated by Shimizu et al.
in 1979 for studying backscattering of picosecond light pulse in
aqueous solutions with latex micro-spheres as scattering particles
[77]. In the early stage of TOFS, light propagation in turbid media
was mainly modeled by diffusion theory [78–80], and Monte-Carlo
simulation was introduced later [81–83]. In 1988, Chance et al.
utilized the TOFS technique to study the oxygenation process of
hemoglobin [84, 85], and Delpy et al. measured the optical path-
length of tissue phantoms for absorption calibration [81]. Since
then, the applications of TOFS have been extensively explored
especially in biomedical applications [86–90].

The main idea of TOFS is quite straight forward, as shown
in Fig. 2.9(a). Briefly, a very short light pulse (typically in the
picosecond range) is delivered to the turbid medium studied, the
time dispersion of this pulse is then examined by a highly sensitive
detector and fast electronics. The values of µa and µ′s are retrieved
by performing non-linear fitting on the TOF distribution based on,
e.g., diffusion theory or Monte-Carlo simulation.

Figure 2.9 shows a typical schematic of a TOFS system. A
frequently used light source is a high-repetition rate picosecond
(e.g., 2 ps) mode-locked Titanium Sapphire (Ti:Sapphire) laser.1

Its tuning range is, however, limited, e.g., from 760-840 nm [91, 92].
Recently, broadband tunable laser sources (500-1850 nm) based
on the non-linear optical processes in a photonic crystal fiber [93]
were also employed in TOFS system, enabling full absorption and
scattering spectral studies for turbid media in the near infrared
region [15, 94, 95]. The detectors used are normally the extremely
sensitive photon multiplier tube (PMT) or avalanche photo diode
(APD), which are capable to detect single photons.

Apart from the complicated light sources and the sensitive de-
tectors, one significant challenge in the TOFS systems is to detect
the ns-scale time dispersion, which is beyond the detection limit
of normal electronics. Fortunately, this can be fulfilled through
the time-correlated single photon counting (TCSPC) technique,
as shown in Fig. 2.9(b). The main idea of the TCSPC technique

1Femtosecond (fs) light pulse can be readily obtained from a mode-locked
Ti:Sapphire laser.
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2.6 Frequency domain photon migration

is to detect the time delay of individual photons with respect to
the reference pulse. A histogram of the photon distribution for
many TOF events is built up, beneficial from the high repetition
frequency (typically 80 MHz) of the pulsed laser source. Most im-
portantly, only the first photon for each period is detected, with
later photons ignored. The TCSPC must therefore work on the
condition of extremely weak light – one can only observe at most
one photon per injected light pulse. Otherwise, one will not con-
sider all photons and photon pile up will occur, resulting in mea-
surement errors. The details of the TCSPC technique can be found
in [96, 97]. The TOFS system used in Paper II is based on the
TCSPC technique. Alternatively, streak cameras can also be used
for ns-scale pulse detection, where the photoelectrons are deflected
into a spatial distribution by applying a rapidly modulated electric
field [98].

2.6 Frequency domain photon migration

The frequency domain photon migration (FDPM) technique,
sometimes also referred to as diffuse photon density wave (DPDW),
originates from the phase shift method utilized for fluorescence life-
time measurement in atomic physics [99–101]. It was for the first
time demonstrated by Lakowicz and Berndt to study photon mi-
gration in tissues in 1989 [102], and was soon followed by Chance
et al. to study hemoglobin deoxygenation [103].

The FDPM technique utilizes an intensity-modulated (typi-
cally in the 100 MHz range) continuous wave light source and mea-
sures the phase shifted light intensity through a scattering medium.
Thus, it can avoid using short light pulses and thus sophisticated
detection schemes employed in the TOFS system. By evaluating
the phase shift and modulation depth variation, the optical prop-
erties can be retrieved. The MOPL can either be directly deduced
from Eq. (2.23), or modeled once the optical properties are known.
Tunable diode lasers, which are capable to be intensity-modulated
directly through injection current, are perfect light sources for this
application. The transmitted light signal is detected by a PMT
or an APD, and then the phase difference with respect to the ref-
erence modulation signal can be measured. Figure 2.10(a) shows
a typical system schematic of the FDPM technique, where the
phase shift and amplitude are measured by a homodyne detection
scheme. Due to the compact diode lasers and the well-developed
radio frequency (RF) electronics, the FDPM system is much more
robust and cheap compared with the TOFS technique. These great
advantages push the FDPM technique forward to numerous in vivo
biomedical applications, such as optical properties studies of tis-
sues [104–106], hemoglobin oxygenation studies [87, 107], breast
tumor diagnosis [108–111], and biomedical tomography and imag-
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Figure 2.10. (a) Homodyne, (b)
heterodyne and (c) single sideband
(SSB) detection schemes for the
FDPM technique. Amp – ampli-
fier, LPF – low pass filter, IQ – in-
phase and quadrature.

ing [90, 112–119]. Hand-held devices are also possible for FDPM
systems, and normally multi-wavelength detections are employed
[120, 121].

The most challenging issue for a FDPM system is to accu-
rately detect the phase shift and amplitude originating only from
the absorption and scattering of the turbid medium, but eliminat-
ing the effect due to the instrument. Chance et al. have given a
detailed description of the phase measurements in a review arti-
cle [122]. In the following sections, we will briefly introduce the
phase/amplitude detection schemes, and discuss the phase shift
introduced by the detectors in detail.

2.6.1 Phase detection schemes

The frequently used phase/amplitude detection schemes are of the
following three types:

(a) Homodyne detection
Figure 2.10(a) gives a typical homodyne-detection system.
The phase difference can be easily measured by the in-phase
and quadrature (IQ) demodulator. The amplitude and phase
shift are simultaneously obtained from the in-phase output Idc

and quadrature output Qdc [123, 124]. The homodyne detec-
tion system becomes quite compact by employing commer-
cial IQ demodulators. The drawback is that the phase error
increases as the modulation frequency increases [122]. How-
ever, by employing a digital IQ-demodulator, the phase error
can be reduced. For instance, Roblyer et al. reported a ho-
modyne detection system based on an integrated digital chip
(ADC12D1800, National Semiconductor), with a sampling fre-
quency of 3.6 GHz [125].

(b) Heterodyne detection
The heterodyne-detection scheme greatly reduces the phase
measurement errors by converting the high frequency down to
the audio frequency range, i.e., 1-100 kHz [126], as shown in
Fig. 2.10(b). The phase difference of the low frequency signals
can then be easily measured by an IQ demodulator or a zero-
cross phase detector. The drawback is that two phase-coherent
RF sources are needed.

(c) Single sideband detection
The single sideband (SSB)-detection scheme utilizes one RF
source and one audio frequency source, and a sum/difference
frequency signal is generated to modulate the light source
[127]. The detected RF signal is then converted down to the
audio frequency signal again by utilizing a signal mixer. Thus,
the phase difference can also be measured at low frequency.
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2.6.2 Amplitude-phase crosstalk

The optical properties can be extracted according to diffusion
theory from the measured values of phase shift and amplitude.
However, sometimes, the optical properties are obtained by mea-
suring the phase shifts at several different modulation frequencies.
In Paper V, the homodyne-detection scheme was built up by us-
ing a digital oscilloscope with a high sampling frequency, while in
Paper VII, a heterodyne-detection scheme was employed. In both
applications, the phases were measured by digital IQ demodula-
tors.

2.6.2 Amplitude-phase crosstalk

Since the instrument itself, e.g., amplifier and detector, also in-
troduces a phase shift and affects the amplitude, a very care-
ful calibration procedure is required to retrieve the absolute
phase/amplitude. However, the phase shift introduced by optical
detectors depends on many factors, e.g., the uniformity of the de-
tector surface, PMT voltages, and light intensities, which increase
the difficulties of phase calibration. Different PMT voltages will
produce different electric fields. Thus the transit times2 changes
with PMT voltage. High PMT voltage will greatly increase the
speed of the electrons, which thus reduce the time spent in the
PMT and introduce a smaller phase shift. To avoid phase errors
induced by different PMT voltages, it is important to keep PMT
voltage constant when calibrating the phase shift.

The intensity-dependent phase shift, often referred to as
amplitude-phase crosstalk, is the main challenge for the phase cali-
bration. One need to keep the same light intensities when measur-
ing the sample and the system response. Otherwise, phase error
would be introduced. In the present thesis work, only PMTs are
used for FDPM measurements, we will thus explain the origina-
tions of the phase shift introduced by PMTs. However, to be
noted, APD also has the amplitude-phase crosstalk effect [128].

The amplitude-phase crosstalk actually has already been ob-
served when the phase shift method was utilized to measure the
lifetime of fluorescence [129]. It also attracted much attention in
FDPM systems [128, 130, 131]. The amplitude-phase crosstalk
mainly originates from the transit time spread (TTS), which is
primarily due to the different trajectories of photoelectrons. Pho-
toelectrons generated at different positions of the cathode can def-
initely experience different trajectories, and thus increase TTS.
This is often referred to as cathode transit time difference (CTTD).
However, even if the photoelectrons come from the same position
of the cathode, they can still have different trajectories because of

2The transit time is the time interval between the arrival of the photon at
the cathode and the arrival of the pulse at the anode.
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different ejection angle from the cathode and from the subsequent
dynodes.

Generally, the TTS is inversely proportional to the square root
of the photoelectron number, or the light intensity (See Fig. 4-20
in Ref. [132]). The PMT rise/fall time,3 which directly depend
on the TTS, will thus increase as the input average light inten-
sity decreases. Thus, lower light intensity will result in a larger
phase delay, as has been observed in Paper VII. To be noted, the
CTTD is not intensity dependent but rather illumination pattern
dependent. This will contribute to a phase error especially when
the illumination patterns are different between the measurements
on the instrument response and the samples.4 The non-uniformity
of the cathode surface, resulting in different response on the dif-
ferent positions of the cathode surface, could also contribute to
the phase errors. The phase errors induced by nonuniform surface
or CTTD are often not considered in FDPM system, since the
illumination areas are generally quite small, typically a few mil-
limeter. This is especially true when using a proximity-focused5

microchannel plate PMT (MCP-PMT). However, one should note
that sometimes it could be a problem, as has been observed in
Paper V. Muller et al. have observed different phase shifts for
different illumination areas [129] as early as 1965.

It is worth mentioning that the space charge effect could in-
crease the TTS as the light intensity increases. The underlying
mechanism of the space charge effect is that the photoelectrons
will generate an opposite electric field with respect to that in the
PMT when the photoelectrons form a cluster at the last few dyn-
ode stages. This will slow down the speed of the electrons which
come up later. However, the space charge effect occurs when the
number of photoelectrons substantially increases, and it mainly
affects the anode linearity.6

According to the criteria proposed by Chance et al. (3% mea-
surement accuracy), the amplitude-phase crosstalk should be less
than 0.03◦ at modulation frequencies of 50-200 MHz when the light
intensity is attenuated by a factor of 10 dB [122]. In practice, many
FDPM systems exhibit larger amplitude-phase crosstalk. Thus,
real-time phase calibration is normally necessary for many appli-
cations.

3Rise time: the time of the anode signal rises from 10% to 90% of its final
level. Correspondingly, fall time is the time that the anode signal falls from
90% to 10% of its peak pulse height.

4However, it can be reduced by using special geometrical designs.
5The distance between the photocathode and the MCP is approximately

2 mm.
6For details, see the PMT handbook from Hamamatsu [132].
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Chapter 3

Frequency Modulated Light
Scattering Interferometry

3.1 Introduction

In this chapter, we will discuss a new technique, i.e., frequency
modulated light scattering interferometry (FMLSI) which stud-
ies light propagation in turbid media by using a coherent tunable
continuous-wave diode laser. The FMLSI technique can actually
be dated back to the 1920s, when the concept of frequency modu-
lated continuous wave (FMCW) was first introduced by Appleton
and Barnett to find out the evidence of the existence of the iono-
sphere [133]. Since the 1940s, FMCW radio detection and ranging
(radar) was more and more extensively used for ranging systems,
especially in military applications [134]. As given in Fig. 3.1, by
transmitting a frequency-modulated RF signal, the change in fre-
quency of the echo signal from the remote target experiences a
delay. The time delay of the change of frequency can be detected
by using a heterodyne-detection scheme with a reference signal
from the same RF source [135]. Thus, a beat signal is produced,
the frequency of which is linearly proportional to the distance R
(or light traveling time) between the base station and the remote
target. The distance R can be evaluated as

R =
c · fb

2 · dν/dt . (3.1)

Here c is the speed of the electro-magnetic wave or light, fb is
the frequency difference or the so-called beat frequency, and dν/dt
is the change of frequency per unit time which can be given by
∆ν/Tm for a sawtooth modulation. Here ∆ν is the frequency
modulation range, and Tm is the modulation period. Instead of a
sawtooth modulation, other modulation patterns can also be used
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3.1 Introduction

Figure 3.1. (a) Application of FMCW radar, (b) system schematics of
FMCW radar, LPF - low-pass filter (c) Transmitted signal, the delay (τ)
of the change of frequency between the echo and the reference signals,
and the diagram of the corresponding frequency difference (fb). The
period of the change in frequency is Tm.

for different applications, e.g., triangular and sinusoidal modula-
tions [136]. The great advantage of the FMCW technique is that
a high spatial resolution can be achieved although with a much
simpler architecture compared with the traditional pulsed radar
technique, which makes it more attractive for civil use. Actually,
the FMCW radar has always been a very hot research topic, and
widely used during recent decades in e.g., mapping/imaging radar
[137–139], snow depth detection [140, 141], and local positioning
[142–144].

When applying the FMCW technique to an optical interfero-
meter, there are two critical prerequisites. First, the optical fre-
quency of the light source must be continuously tunable. Sec-
ond, the coherence length must be sufficiently long to make the
FMCW technique applicable, i.e., a narrow linewidth is needed.
The application of an optical FMCW interferometer was difficult
until a coherent narrow-band semiconductor tunable diode laser
was introduced in the early 1980s [145, 146]. Figure 3.2(a) shows
a typical optical FMCW interferometer, where the distance be-
tween the Michelson interferometer to the target can be precisely
measured by analyzing the frequency of the beat signal. Since
then, the optical FMCW interferometer has been widely used for
positioning or ranging systems [147–151], velocity measurements
[152, 153], distributed strain or stress sensors [154–156] and gas
sensing [157–159]. Especially in the telecommunication field, the
FMCW interferometer has become one of the standard methods
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Figure 3.2. (a) Optical FMCW in-
terferometer with Michelson [150]
interferometer, (b) schematic of
the FMLSI technique employing
a Mach-Zehnder interferometer.
The pathlength of the reference
arm is normally shorter in the
FMLSI system, in order to give an
increased beat frequency when the
pathlength of the signal arm in-
creases due to scattering.

for fiber fault detection, which is often referred to as optical fre-
quency domain reflectometry (OFDR) [160, 161]. In contrast, the
fiber fault detector using a pulsed light source is named as optical
time domain reflectometer (OTDR).

Actually, there is another type of ”frequency-domain” fiber
fault detector, utilizing light as a carrier wave. The light inten-
sity is modulated by a RF signal with linearly increased frequency.
This technique is referred to as frequency domain optical reflector
(FDOR) [162], which, however, cannot be considered as an opti-
cal FMCW interferometer since the beat signal is generated not
from the light waves but from the RF signals. However, FDOR is
a good complementary approach when the coherent tunable light
source is not readily available.

In the above discussions, the FMCW technique is traditionally
used to detect a single or a few single reflections from the target
objects. The details of the relevant theories and applications of
the FMCW technique are covered in the book written by J. Zheng
[163]. However, in principle, it can also be used to detect an in-
finite number of reflection signals. In 2009, the optical FMCW
interferometer was introduced to the broad field of optical diffus-
ing spectroscopy for light propagation assessment through scatter-
ing media [164]. As given in Fig. 3.2(b), there is now an infinite
number of ”echoes” or ”fiber faults” due to heavy light scattering,
instead of a single delay or a finite number of delays. Since then,
the FMLSI technique has been thoroughly studied and utilized for
light propagation assessment both in static and dynamic turbid
media by employing a linear frequency modulation; see Papers I
to IV. In the latter work (Papers III and IV) the applications of
the optical FMCW interferometer in turbid media were referred
to as FMLSI to specify the special application field.

Actually, sinusoidal modulation of optical frequency can also
be used in FMCW interferometers for light propagation studies,
as has been demonstrated by Tualle et al. since 2001 [165–169];
however, without any connections to the optical FMCW interfer-
ometer. In the present thesis, we would also take the sinusoidal
modulation scheme as a part of the FMLSI family, although spe-
cial consideration must be taken in practice. In order to clearly
describe the principles of the FMLSI technique, we will first intro-
duce the basic mathematics for the optical FMCW interferometer
and then extend the theory to scattering media. In the following
sections, we would also give a very brief introduction to the FMLSI
technique employing sinusoidal frequency modulation, and the dif-
ferences between the linear and sinusoidal frequency modulation
schemes are also discussed.
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3.2 Principles

3.2 Principles

As shown in Fig. 3.2(b), a Mach-Zehnder interferometer is nor-
mally employed for heterodyne detection in scattering media. The
light waves through the signal and reference arms undergo different
pathlength, thus experiencing different propagation time. When
the two light waves arrive at the detector, there would be a delay
for the change of frequency between these two light waves. Thus,
a beat signal would be generated. We will first consider the case
without scattering medium.

3.2.1 Frequency modulated continuous wave
interferometer

Linear frequency modulation

If we define fm = 1/Tm as the optical frequency modulation rate,
ν0 as the optical center frequency and ∆ν as the optical modulation
range, the optical frequency of the light wave is given by

ν(t) = ν0 + βt. (3.2)

Here, β = fm∆ν is the modulation coefficient. The phase of the
emitted light wave is then given as

θ(t) =

∫
2πν(t)dt

=

∫
2π (ν0 + βt) dt

=2π

(
1

2
βt2 + ν0t

)
+ θ0.

(3.3)

Here, θ0 is the initial phase. The optical waves through the refer-
ence and signal arms can be expressed as

Eref(t) =Aref cos

[
2π

(
1

2
βt2 + ν0t

)
+ θref

]
, (3.4)

Esig(t) =Asig cos

[
2π

(
1

2
β(t− τ)2 + ν0(t− τ)

)
+ θsig

]
. (3.5)

Here τ is the time difference between the signal and the reference
light waves. The intensity of the beat signal is then given by

I(t) =
〈
[Eref(t) + Esig(t)]

[
E∗ref(t) + E∗sig(t)

]〉
=

1

2

(
A2

sig +A2
ref

)
︸ ︷︷ ︸

IDC

+ArefAsig cos

[
2π

(
βτt− 1

2
βτ2 + ν0τ

)
− θsig + θref

]
.

(3.6)
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Since τ is much smaller than t, the term 1
2βτ

2 can be neglected.1

If we denote
θdiff = 2πν0τ − θsig + θref, (3.7)

Equation (3.6) can be rewritten as

I(t) = IDC +ArefAsig cos (2πβτt+ θdiff) . (3.8)

From the above equation, the beat frequency is found to be
fb = βτ . By measuring the beat frequency, the optical pathlength
difference (OPD) or the time delay (τ) between the reference and
signal paths can be retrieved. Since the minimum detectable fre-
quency of the beat signal is equal to the modulation rate fm,2 the
time resolution is given by τmin = fm/β = 1/∆ν.3 This indicates
that the modulation range should be as large as possible in order
to achieve a high time resolution.

Sinusoidal frequency modulation

When employing sinusoidal frequency modulation, the center fre-
quency is given by

ν(t) = ν0 +
1

2
∆ν cos(2πfmt), (3.9)

and the phase of the light wave can be written as

θ(t) = 2π

[
ν0t+

∆ν

4πfm
sin(2πfmt)

]
+ θ0. (3.10)

Following the same procedure given above, the intensity of the
beat signal is given as

I(t) = IDC +ArefAsig cos [π∆ντ cos (2πfmt) + θdiff] . (3.11)

If the beat signal is multiplied by the following reference signal

Ref(t, τ ′) = sin2n(2πfmt) exp [π∆ντ ′ cos(2πfmt)] , (3.12)

the average value over a half period would be linearly proportional
to the power at the corresponding time delay [165]:

SDC(t, τ ′) =

∫ Tm/2

0

I(t)Ref(t, τ ′)dt. (3.13)

In Eq. (3.12), the value of n can be 1,2,3..., and the term
sin2n(2πfmt) represents a window function. Such a mathemat-
ical manipulation is actually equivalent to the Fourier transform

1Considering ∆ν = 100 GHz, fm = 100 Hz, optical pathlength difference
of 1 m (3.3 ns), we obtained 2π · 1

2
βτ2 = 3.5× 10−4 rad.

2In practice, it could be slightly larger.
3100 GHz modulation range corresponds to a time resolution of 10 ps.
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3.2.2 Optical interferometer with scattered light

Figure 3.3. (a) and (b) simulated
beat signals for the linear and si-
nusoidal frequency modulation, (c)
the corresponding power spectra
for the beat signals. However, we
should note that the power spec-
trum for the sinusoidal frequency
modulation is not obtained directly
from the Fourier transform of the
beat signal, but from Eqs. (3.12)
and (3.13), which can be con-
sidered equivalent to the Fourier
transform. Simulation parameters:
fm = 100 Hz, ∆ν = 50 GHz,
τ = 200 ps.

performed on the beat signal for linear frequency modulation. Fig-
ure 3.3 shows the simulated beat signals for the linear and sinu-
soidal frequency modulations; the corresponding power spectra are
also presented. Clearly, for linear frequency modulation, the power
spectrum gives the location of the beat frequency, corresponding
to the time delay. However, the Fourier transform of the beat
signal for the sinusoidal modulation does not give any useful in-
formation since the beat frequency is not a constant value as can
be seen from Eq. (3.11). Instead, the spectrum obtained through
Eqs. (3.12) and (3.13) gives an equivalent power spectrum for the
sinusoidal frequency modulation, as shown in Fig. 3.3(c).

Coherence consideration

Obviously, an a priori assumption for the optical FMCW inter-
ferometer is that an optical light waves with different frequencies
could interfere. However, a question might be raised that how
the FMCW interferometer could work at all, since the frequency
difference (e.g., kHz range) between the reference and signal light
waves is much smaller than the bandwidth of the diode laser (e.g.,
10 MHz). In practice, this is actually also the case for the laser
Doppler velocimeter, and sometimes very broadband lasers are em-
ployed.

Let us first consider an interferometer without frequency mod-
ulation. The light source has a certain bandwidth and consists of
a series of incoherent components with different optical frequen-
cies. Each incoherent component can only persistently interfere
with itself, but not with other components with different frequen-
cies. Thus, a larger bandwidth of the light source results in a
lower-contrast interference pattern. This has been well-known in
coherence theory. When modulating the center frequency of the
light source, the incoherent components of the optical light waves
for each center frequency do not change, and most importantly
they are modulated in the same manner. Thus, each incoherent
component can still interfere, although the interference contrast
would be decreased due to the non-infinitely-narrow bandwidth
[170].

3.2.2 Optical interferometer with scattered light

For a scattering medium, the signal light wave will be scattered
and become diffuse. Instead of a single time delay, there are now an
infinite number of delays. We hereby make the assumption that,
for each TOF, the light can travel along different paths through
the scattering medium. Thus for each possible path the light will
experience a different phase shift, depending upon the TOF and
the scattering events. In other words, diffused light waves can have
different wavefronts although they arrive at the detector at the
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same time. We must note here that the phase shift is not related
to the light propagation time but due to phase changes during
scattering events, although mathematically they can be related to
each other.

Let us consider a discretized number (M) of TOFs, i.e., τi
(i = 1, 2, ...,M), and there are Ni different paths (components)
for each τi. The amplitude for each path is denoted as Ai,jsig and

θi,jsig (j = 1, 2, ..., Ni) is the corresponding phase term. Thus, for a
certain TOF (τi), the signal wave can be written as

Eisig(t) =

Ni∑
j=1

Ai,jsig cos

[
2π

(
1

2
β(t+ τi)

2 + ν0(t+ τi)

)
+ θi,jsig

]
.

(3.14)
Similar to Eq. (3.7), the heterodyne-detected beat signal is then
given as

Ii(t) = IiDC +Aref

Ni∑
j=1

Ai,jsig cos
(

2πβτit+ θi,jdiff

)
. (3.15)

Here the interferences between the signal wave components are ne-
glected by assuming that the reference wave is much stronger than
each of the signal wave components, which can be easily fulfilled
since the signal waves are generally attenuated millions of times
due to heavy light scattering. Since there is a pathlength difference
between the reference and signal paths in the interferometer itself,
as shown in Fig. 3.2(b), the time offset τ0 should also be consid-
ered. Equation (3.15) is then further simplified (see Appendix A)
and can be given by

Ii(t) = IiDC +ArefC
i
sig cos

[
2πβ (τi + τ0) t+ θidiff], (3.16a)

Cisig
2 =

Ni∑
j=1

Ai,jsig
2 +

Ni∑
j=1

Ni∑
k 6=j

Ai,jsigA
i,k
sig cos

(
θi,jdiff − θ

i,k
diff

)
, (3.16b)

θidiff = arctan

∑Ni

j=1A
i,j
sig sin

(
θi,jdiff

)
∑Ni

j=1A
i,j
sig cos

(
θi,jdiff

) . (3.16c)

Equation (3.16b) is actually very similar to the laser Doppler
velocimetry (LDV) equation as given in [171]. Actually, the laser
Doppler technique and the FMLSI technique utilize the same prin-
ciples, i.e., the interference signals are generated from optical waves
with different frequencies. From the second term in Eq. (3.16b),
we note that the amplitude of the beat signal depends upon the
phase differences due to the different traveling paths. Obviously,
the amplitude of the beat signal would also vary at different po-
sitions of the detector, which is referred to as speckles, similar to
the situation in the LDV case [172]. However, the speckle patterns
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vary in time due to the movement of the scattering particles in
LDV, which is not the case for static turbid media. By neglect-
ing the DC component and the amplitude of the reference arm,
the power spectrum of the beat signal measured through a static
scattering medium is given by

|F [I(t)]|2 =

M∑
i

Cisig
2δ [f − β (τi + τ0)] . (3.17)

As is well-known, TOFS measures the light intensity for each TOF,
resulting in a TOF distribution, which can be given by

∑
Ai,jsig

2,
since the interference terms vanish due to the broadband light
source. Clearly, it is independent from the phase differences. Equa-
tion (3.17) actually gives the TOF distribution of light propagation
through the turbid medium, if the ensemble average of the second
term in Eq. (3.16b) is very small or even equal to zero.

For the static turbid media, linear or sinusoidal frequency mod-
ulation can give similar results [165]. However, different “Fourier
transform” must be performed, as has been discussed above.

3.3 Instrumentation

3.3.1 Measurement system

In the early work of the present thesis, a free space FMLSI system
was employed. The advantage of a free space system is that much
more scattered light can be collected; however, with the disadvan-
tage of less flexibility of measurement geometry – only transmission
geometry measurements can be readily performed. Thus, a fiber
based system is highly demanded to explore different applications.

A typical systematic diagram of a fiber based FMLSI system
is given in Fig. 3.4. A narrow-band tunable DFB diode laser
with a linewidth of 2 MHz is used as the light source. The fre-
quency/wavelength of the diode laser is modulated with a triangle
waveform at a repetition frequency of, e.g., 400 Hz. The time reso-
lution can be improved by increasing the modulation range. How-
ever, a larger modulation range will reduce the SNR. One should
also note that the frequency response of the diode laser is not
flat – the faster the modulation, the smaller the optical frequency
modulation coefficient. In order to minimize the mode dispersion,
which is a very critical problem not only for the FMLSI technique
but also for other techniques mentioned in Chap. 2, graded index
multimode fibers are used to deliver the illumination light and col-
lect the scattered light. A beam splitter (92:8) is utilized to build
up the interferometer, and the interference signal is detected by
an avalanche photo diode (APD). The detected photocurrent is
fed into a trans-impendence amplifier with a bandpass filter, and
then sampled by a data acquisition (DAQ) card and transferred to
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Figure 3.4. Schematic of the fiber based FMLSI system, (a) reflectance
measurement for static turbid medium, (b) dynamic turbid medium
measured in infinite geometry. DFB – distributed feedback, BS – beam
splitter, APD – avalanche photo diode, Amp – amplifier.

computer for data analysis. Obviously, the FMLSI system is much
more compact compared with the TOFS and FDPM techniques.

One should always keep in mind that the FMLSI is born to
measure fringes, thinking about the weak backscattering light from
fiber faults. As has been pointed out by Tualle et al., “there is a
forest of parasitic signals of various origins” [166]. It is very im-
portant to reduce the reflectance of various optical components,
since the scattered light is extremely weak. An optical isolator is
used to eliminate the effect of the backscattering light from, e.g.,
the fiber connector, as shown in Fig. 3.4. On the other hand, the
free space light beam is used as a reference arm to construct the
interferometer which would have less fringes. In practice, the free
space FMLSI system exhibits much weaker fringes due to much
weaker back reflections from optics. This is actually another ad-
vantage of using a free space FMLSI system. In spite of the fringes
problem and the reduced SNR, the fiber based FMLSI system gives
the possibilities to measure turbid media in different context or ge-
ometries.

Another issue of the FMLSI technique is to measure the fre-
quency offset (βτ0) originating from the pathlength difference bet-
ween the reference and the signal arms of the interferometer. The
value of βτ0 can be obtained by sending the light through a neutral
density filter or paper, before collecting by the multimode fiber.
Notably, the thickness of the sample must be considered when mea-
suring samples in transmission geometry. The value of βτ0 is quite
stable, as long as the temperature of the diode laser is stabilized
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Figure 3.5. Power spectrum of
a 12-mm polystyrene foam, mea-
sured in transmission geometry.
The reduced scattering coefficient
and absorption coefficient were
found to be 34 cm−1 and -0.01
cm−1, respectively. Both the
power spectra measured without
any vibration and with vibra-
tion on the collecting fiber are
recorded. The power spectrum
with out any vibration shows sig-
nificant “spikes”. If a narrow band
picosecond pulsed light source ex-
ist, we would expect a TOF distri-
bution with many spikes because of
interference.

by the thermoelectric cooler (TEC). On the contrary, substantial
effort must be devoted to stabilize the TOFS system.

3.3.2 Signal processing

Considering that the light intensity fluctuation I(t) of the beat
signal is sampled by a window function WN (t) during a time period
of T ′m, the power spectrum of the beat signal is given by

P (f) = |F [I(t)WN (t)]|2 (3.18)

Because of non-integral data sampling, an inherent problem when
performing discrete Fourier transform (DFT) is the frequency leak-
age, i.e., the energy from one frequency is leaked out to their neigh-
bouring frequencies. This effect will cause measurement errors,
and can only be reduced by applying different window functions,
e.g., a Hamming window, or a Hanning window. When performing
the nonlinear fitting to the measured power spectrum, the instru-
ment response should also be considered. If the power spectrum
for a non-scattering medium, e.g., neutral density filter or paper,
is denoted by H(f), referred to as instrument response function
(IRF), the nonlinear fitting can follow the equation

P (f) =

∫
Φ(r, f ′)H(f − f ′)df ′, (3.19)

where Φ(r, f) is the fluence rate Φ(r, t) when the time t is substi-
tuted by the beat frequency (f = βt).

Figure 3.5 shows a typical power spectrum measured through a
10-mm polystyrene foam with transmission geometry, correspond-
ing to the TOF distribution. However, the x -axis is now frequency,
which is linearly proportional to the TOF. We also note that there
are many “spikes”, mainly originating from the speckle patterns,
which are not negligible for the static scattering medium studied.
Apart from that, the frequency leakage can also contribute to the
spikes of the power spectrum, as has been discussed in Paper II.
Although the power spectrum presents many “spikes”, it can still
give a very good approximation for the MTOF, as has been demon-
strated in Papers I and II. On the other hand, the “spikes” can
actually be eliminated if one can randomly change the phase term
and thus the ensemble average of the second term in Eq. (3.16b)
is approximately zero. As given in Fig. 3.5, a smooth power spec-
trum was obtained by randomly vibrating the collection fiber and
performing ensemble averaging. The reduced scattering coefficient
and absorption coefficient are also available by performing nonlin-
ear fitting based on the diffusion theory according to Eq. (3.19)
(see Paper IV).
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Figure 3.6. Examination of
Brownian motion using the DLS
technique, based on heterodyne-
detection scheme.
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Figure 3.7. Power spectrum of the
heterodyne-detected light intensity
for the particles undergoing Brow-
nian motion. Simulation param-
eters: λ = 632 nm, θ = 60◦,
T = 298 K, η = 8.9 × 10−4 Pa·s,
a = 150 nm. The effective refrac-
tive index is 1.33, and the theoret-
ical linewidth is f0 = 90.9 Hz.

3.4 Dynamic turbid media studies

In previous sections, we have discussed in detail the theory and
application of the FMLSI technique in static turbid media. When
applying the FMLSI technique to dynamic turbid media, one
must consider the movement of the scattering particles, since the
Doppler effect also induces beat signals with different beat fre-
quencies related to the movement of the particles. In the present
thesis, we mainly focus on the scattering particles undergoing ran-
dom walk movement – Brownian motion. Particles which move
with certain velocity and direction, e.g., blood cell movement, are
not treated here. Before going into the details of the applications
of the FMLSI technique in dynamic turbid media, we will first dis-
cuss the theory of other similar techniques, the concept of which
has been utilized in the FMLSI technique. These technique has
already been widely used to examine Brownian motion, or more
generally, movements of various scattering particles.

3.4.1 Brownian motion

Brownian motion was first observed in 1827 by the botanist Robert
Brown in pollen grains in water. It is defined as the random mo-
tion of particles suspended in a fluid resulting from the collision
with atoms or molecules. Brownian motion was later theoretically
explained by Albert Einstein in 1905 and verified by Jean Perrin
in 1908. The mean squared displacement in three dimensions for
a Brownian particle is given by

x2 = 6DBt. (3.20)

Here DB is the diffusion constant given by

DB =
kBT

3πηa
, (3.21)

where T and η are the temperature and viscosity of the fluid,
respectively; kB is the Boltzmann constant and a is the particle
diameter. One simple optical method to examine the Brownian
motion is the dynamic light scattering (DLS) technique [26], which
measures the intensity fluctuation due to single scattering based on
a heterodyne or homodyne detection scheme, as given in Fig. 3.6.
Due to the movement of the Brownian particle, a Doppler shift is
produced for the light scattered by the particle. Thus, beat signals
would be generated when the scattered light waves with different
frequency shifts arrive at the detector. The power spectrum of the
light signal obtained in a heterodyne detection scheme is given by
Lorentzian function (see Appendix B)

S(f) =
1

πf0

1

1 + (f/f0)2
. (3.22)
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Here f0 is the linewidth of the power spectrum, given by f0 =
q2DB/2π, where q = 2k sin(θ/2) is the scattering vector and k
is the optical wave vector. A typical power spectrum is given in
Fig. 3.7. From the power spectrum or the more frequently used
autocorrelation function, the dynamics and structure of the turbid
medium could be studied. In general, the Doppler shift is much
smaller than the optical frequency. Thus, DLS is also often referred
to as quasi-elastic light scattering (QELS). The DLS technique
has been widely used for e.g., particle sizing [173, 174], rheology
processes [175, 176] and biomedical applications [20].

3.4.2 Diffusing wave spectroscopy

As we have pointed out above, the DLS technique can only ex-
amine light that is singly scattered, which limits its applications.
For a highly turbid medium where the light has been scattered
a significant number of times before arriving at the detector, the
original direction of the light is totally lost and the frequency shift
is accumulated along the scattering paths. In the late 1980s, the
diffusing wave spectroscopy (DWS) was introduced to study turbid
media with multiple scattering [177–180], which is also well-known
as diffuse correlation spectroscopy in biomedical field [181]. The
electric field amplitude autocorrelation function for the detected
light intensity is then given by

G(1)(τ) ∝
∫ ∞

0

ρ(s) exp ([−2(τ/τ ′0)(s/l∗)]) ds. (3.23)

Here τ ′0 = 1/(DBk
2) is the characteristic diffusion time, ρ(s) is

the photon density function for the pathlength s, and l∗ is the
transport mean free path which is equal to 1/µ′s. As noted from Eq.
(3.23), the autocorrelation of the detected light intensity considers
all possible pathlengths through the turbid medium. Obviously, a
priori knowledge to fully employ the DWS technique is to figure
out the photon density function ρ(s), corresponding to the TOF
distribution discussed in previous chapters. Thus, a pre-condition
for DWS techniques is that s >> l∗, and the value of l∗ must
be determined independently [182]. By studying the decay of the
autocorrelation function, one can extract valuable information on
the dynamics and structure of the turbid media [21, 183–185].

In many applications, the power spectrum instead of the au-
tocorrelation function is used. However, it is the integration of
the power spectra for all possible pathlengths. Thus, the power
spectrum for each pathlength s is actually not available through
the DWS technique. Instead, by employing the low coherent in-
terferometry (LCI) [186, 187], the power spectrum for all possible
pathlengths can be resolved [188–190] since only the photons with
a certain pathlength can be examined due to the low coherence of
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Figure 3.8. Power spectra of the
transmitted light intensity through
dynamic turbid media. Simu-
lation parameters: (a) µ′s =
10, 12, 14, 16, 18 cm−1, µa = 0.05
cm−1, DB = 4 × 10−12 m2/s;
(b) µ′s = 15 cm−1, µa = 0.05,
0.15, 0.25, 0.35, 0.45 cm−1, DB =
4 × 10−12 m2/s; (c) µ′s = 15
cm−1, µa = 0.05 cm−1, DB =
2, 3, 4, 5, 6× 10−12 m2/s.

the light source. The LCI technique is often referred to as optical
coherent tomography (OCT) in the biomedical field [191].

The power spectrum for the scattered light with a pathlength
s can also be given by Eq. (3.22). However, the linewidth depends
upon the times that the photons have been scattered. We now
denote the power spectrum as S(t, f), where t = s/c and c is the
speed of light in the medium. The linewidth of the power spectrum
is given by

f0 =
k2

π
DB(ct)/l∗. (3.24)

To be noted, the TOF distribution or the photon density function
could also be constructed by integrating the power spectrum for
each possible pathlength measured by the LCI technique, but with
relatively low SNR [190].

3.4.3 Time delay and Doppler shift

As the light is scattered by the moving particles, it does not only
change the propagation direction but also experiences a frequency
shift. Thus, when using the FMLSI technique to measure dy-
namic turbid media, e.g., a colloidal suspension such as Intralipid,
the light waves in the signal arm would experience both Doppler
frequency shifts and time delays compared with the light traveling
in the reference arm. Both of the two effects will contribute to the
beat signal. Thus, the power spectrum of the light intensity is the
combined effect of the light scattering and the Brownian motion.
The power spectrum measured by the FMLSI technique can be
interpreted as the accumulation of the power spectrum for each
possible pathlength:

P (f) =

∫ ∞
0

S (t, f − (t+ τ0)β) ρ(t)dt. (3.25)

Compared with the DWS technique, the main advantage of the
FMLSI technique is that the power spectrum for each pathlength
is integrated with a frequency shift linear proportional to the cor-
responding pathlength. Thus, the light scattering information is
retained in the FMLSI technique, which is not the case for the
DWS technique. Theoretical simulations for the power spectrum
are given in Fig. 3.8. As can be seen, the power spectrum exhibits
similar variation behaviors with the TOF distribution shown in
Figure 2.5. The applications of the FMLSI technique in tissue
phantom studies are discussed in detail in Papers III and IV.

3.5 Discussion

The techniques employed in this thesis, which can measure the
optical properties of turbid media, are actually connected with
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3.5 Discussion

Figure 3.9. Interconnections between different measurement techniques
for turbid media. FMLSI – frequency modulated light scattering inter-
ferometry, TOFS – TOF spectroscopy, FDPM – frequency domain pho-
ton migration, OFDR – optical frequency domain reflectometer, OTDR
– optical time domain reflectometry, DLS – dynamic light scattering,
LCI – low coherent interferometer, DWS – diffusing wave spectroscopy.

each other through Fourier transforms, as given in Fig. 3.9(a).
The FMLSI technique measures the time dispersion as beat fre-
quencies, and the power spectrum of the beat signal is equivalent
to the TOF distribution measured by the TOFS technique, while
the phase-shifted and demodulated light signals obtained in the
FDPM technique is the Fourier transform of the TOF distribution
measured by the TOFS technique. In practice, these three tech-
niques used for light propagation studies in scattering media are
the most widely used methods in optical or RF ranging system,
but just with different names [192].

Another interesting observation is the different nomenclatures
for the same techniques in different fields. The fiber fault detec-
tor employing the FMCW method, i.e., the OFDR technique, is
referred to as the “frequency domain” technique of the OTDR
technique in telecommunication field. However, when applying all
these techniques for light propagation studies in turbid media, the
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phase-shift (FDPM) method is referred to as the “frequency do-
main” technique of the TOFS technique. Such a connection is
dedicated to the transform from time domain to frequency do-
main, while the connection between the OTDR and the OFDR
techniques is from the time domain to “optical” frequency domain.

The power spectrum measured by the FMLSI technique is also
related to pathlength-resolved light intensity distribution deduced
from the integration of the power spectrum for each pathlength
measured by the LCI technique. The FMLSI technique mea-
sures the integrated Doppler power spectrum for all possible path-
lengths, while the LCI technique measures the power spectrum
individually. The pathlength information is retained both in the
FMLSI and the LCI techniques, but not for the DWS technique.
The DLS technique examines dynamic turbid medium in the sin-
gle scattering regime, while the LCI technique can measure the
Doppler effect from ballistic to diffusive regions because of the
low coherence of the light source – “coherence gate”. Obviously,
the FMLSI technique interconnects the light scattering effect and
the Doppler effect, and thus the relevant techniques, as shown in
Fig. 3.9(b). If single scattering is dominant, what the FMLSI tech-
nique records is actually the same as what is measured by the DLS
technique. On the other hand, if the movement is negligible, the
power spectrum obtained from the FMLSI technique is equivalent
to the TOF distribution. In summary, the FMLSI technique can-
not only be used for optical properties assessment, but also for
dynamics studies.
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Chapter 4

Tunable Diode Laser Absorption
Spectroscopy

Each atom or molecule existing in gas phase exhibits a unique
spectroscopic fingerprint, enabling high-selectivity measurements
using gas absorption spectroscopy. To fully utilize the high selec-
tive gas sensing feature, one simple solution is to employ a tunable
narrow-band diode laser as the light source and detect the ab-
sorption imprint in the light transmitted through the gas. The
particularly convenience of using tunable diode lasers is that the
laser wavelength/frequency can be easily tuned through the driv-
ing current and temperature. The technique of employing tunable
diode lasers for trace gas monitoring or spectroscopic studies is re-
ferred to as tunable diode laser absorption spectroscopy (TDLAS),
which has become a standard analytical tool and is widely used for
many applications [33, 193]. The great advantages of the TDLAS
technique are high selectivity, immunity to interference from other
gases and high sensitivity. Moreover, it can support short response
time in situ measurements.

The work of the present thesis is definitely founded on the well-
developed TDLAS technique. In this chapter, We will discuss the
TDLAS technique in detail, and the applications towards scat-
tering media will be the topic of next chapter. In the following
sections, we first briefly overview the history of the TDLAS tech-
nique, and describe the basic principles and fundamental physics
behind. The development history and the working mechanism of
the tunable diode lasers are also discussed. Finally, sensitivity en-
hancement techniques, and in particular the frequently used wave-
length modulation spectroscopy, is also discussed in detail.
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4.1 Introduction

TDLAS was first demonstrated in 1970 by Hinkley using a lead-salt
semiconductor diode laser [194] to study the absorption spectrum
of sulfur hexafluoride (SF6) at 10.6 µm [195]. The mid-infrared11 Mid-infrared: 2-25 µm [196];

near-infrared: 0.7-2 µm. continuous wave Pb0.88Sn0.12Te diode laser running at 10.6 µm
can achieve a current-tunable range over 50 GHz and a narrow
linewidth of 100 kHz, enabling high resolution spectroscopic stud-
ies. Since then, the TDLAS technique based on the mid-infrared
lead-salt diode laser was further developed by Hinkley and other
researchers for many trace gases in the early 1970s [197, 198], e.g.,
SF6 [199], methane (CH4) [200], carbon oxide (CO) [201, 202], sul-
fur dioxide (SO2) [203], formaldehyde (HCHO) [204] and water va-
por (H2O) [205]. The mid-infrared TDLAS can provide extremely
high detection sensitivity due to high probability for fundamen-
tal transitions, which is typically 30 to 300 times2 stronger than2 Line intensity for NH3: 5×10−19

at 10.3 µm, and 1×10−20 at 2 µm;
Line intensity for CO2: 3×10−18

at 4.23 µm, 3×4−22 at 1.955 µm or
even lower at the communication
wavelengths.

that in the near infrared (or overtone) region below 2 µm [206].
However, the application of lead-salt diode lasers is limited by the
requirement of cryogenic cooling,3 occurrence of mod-hops, low

3 Cryogenic cooling means ex-
tremely low temperature cooling,
i.e., below -150◦C.

output power and system complexity [207]. Despite of the draw-
backs, mid-infrared TDLAS based on lead-salt diode lasers was
still widely used for high-resolution and -sensitivity spectroscopy
applications in the 1980s and 1990s [208–213]. The compact and
robust mid-infrared quantum cascade lasers (QCLs) with much
higher power running at room temperature [214, 215], invented in
1994 in the group of Federico Capasso [216], lead to further devel-
opment and applications of mid-infrared TDLAS in recent years
[196, 217, 218].

In the 1980s, near infrared tunable diode lasers, made of III-V
semiconductor materials, were also widely used for trace gas mon-
itoring because of their remarkably improved performance as a re-
sult of the high demand in optical communications [219–223]. The
drawback of the reduced detection sensitivity in the near infrared
region is outweighed by the robust and reliable near infrared diode
lasers operating at room temperature. This also enables the near
infrared TDLAS to be used for in situ measurements or industrial
applications [224, 225]. Moreover, the detectors used in this region
are much cheaper, and no special cooling is needed while lack of
cooling would greatly increase the noise in the mid infrared region.
On the other hand, further development of sensitivity enhancement
techniques, such as wavelength modulation spectroscopy (WMS)
[226], frequency modulation spectroscopy [227], Faraday rotation
absorption spectroscopy [228], cavity ring-down absorption spec-
troscopy (CRDS) [229], cavity enhanced absorption spectroscopy
(CEAS)4 [230, 231], and photoacoustic absorption spectroscopy4 CEAS is also called inte-

grated cavity output spectroscopy
(ICOS).

(PAS) [200, 232–234], can significantly increase the detection sensi-
tivity of the TDLAS technique up to ppmv or ppbv level for many
species even in the near infrared region [235–239]. The drawback of
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Figure 4.1. Principles of the TDLAS technique. (a) The optical fre-
quency of the laser diode is linearly scanned across the gas absorption
line; (b) the absorption spectrum of the gas in the gas cell; (c) the
detected light intensity with gas absorption imprints.

low overtone transition probability can thus be compensated and
high sensitivity can still be achieved. Unfortunately, many gases
do not have any readily available absorption lines (or too weak)
in the near infrared region, e.g., HCHO, NO and SF6. Thus, mid-
infrared TDLAS is still a good choice for spectroscopic measure-
ments for many species [240]. On the other hand, for extremely
low gas concentration measurement, e.g., human breath gas anal-
ysis, mid infrared TDLAS is still preferable to achieve a detection
sensitivity of ppbv level for, e.g., NH3 detection [241].

During recent years, the TDLAS field has developed through
the new applications motivated by QCLs [242, 243] and the devel-
opment of various sensitivity enhancement techniques [244–249],
in particular the state-of-art technique – noise-immune cavity-
enhanced optical heterodyne molecular spectroscopy (NICS-
OHMS) [250, 251]. The applications of the TDLAS technique
in, e.g., industrial processing [225], environmental monitoring
[34, 252], plasma diagnostics [253], and breath analysis for biomed-
ical applications [254], have also brought up great interest in recent
decades.

4.2 Principles

The principles of the TDLAS technique are quite straight forward.
As illustrated in Fig. 4.1, a laser beam with intensity I(ν) passes
through a gas cell with a length of L, and the wavelength of the
tunable diode laser is linearly scanned across the absorption lines
of the target gas by ramping the driving current of the diode laser.
The absorption imprint due to the gas of interest can be detected
by measuring the transmission light intensity (I(ν)), which is de-
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4.3 Gas absorption spectroscopy

Figure 4.2. Light absorption by a
gas. Considering a parallel beam
passing through a gas cell with
gas concentration of N , the possi-
bility of a photon is absorbed by
a single molecule is σ(ν)/A. In
an infinite thin area A, the num-
ber of molecules is given by N ·
A · dL. Thus, the fraction of ab-
sorbed light by passing through
an infinite short distance is given
as dI(ν)/I(ν) = (N · A · dL) ·
[σ(ν)/A] = σ(ν)NdL, the inte-
gration of which gives the Beer-
Lambert law.

scribed by the Beer-Lambert law:

I(ν) =I0(ν) exp [−LNσ(ν)] . (4.1)

In the case of weak absorption, we have

I(ν) ≈ I0(ν)− I0(ν)LNσ(ν). (4.2)

Here N is the gas concentration and σ(ν) is the gas absorption
cross-section. A simple derivation of the Beer-Lambert law based
on absorption cross-section is given in the caption of Fig. 4.2. The
value of σ(ν) can be obtained from the standard spectroscopic
database or by using a reference measurement with known gas con-
centration. For a well-defined gas cell with known pathlength L
and σ(ν), one can readily retrieve the gas concentration according
to the Beer-Lambert law. Larger values of σ(ν) give larger ab-
sorption imprints and thus increase the detection sensitivity, as in
the case for the mid-infrared gas absorption lines discussed above.
Apart from being used for concentration measurement, absorption
cross-section also contains many other important information re-
garding the ambient environment, e.g., temperature, pressure and
concentration of buffer species. Thus it plays an extremely impor-
tant role in gas absorption spectroscopy. We will introduce the
basic concept of the absorption cross-section as well as molecular
absorption spectra in Sect. 4.3.

Further processing on the detected light signal in Fig. 4.1 is to
convert the photocurrent to voltage by the trans-impedance ampli-
fier (TIA). The voltage signal is then digitized for signal processing
or directly detected through an analogue lock-in amplifier. The ab-
sorption imprint shown in Fig. 4.1 is actually often much weaker,
especially when the approximation condition is satisfied. Thus,
sensitivity enhancement techniques, such as WMS and CEAS, are
frequently employed to detect trace gas concentration up to the
ppbv level. Clearly, the basic equipment used in TDLAS tech-
niques are diode lasers, gas cells, detectors and relevant electron-
ics. The simplicity of the system structure enables the possibility
to build up a compact and robust TDLAS instrument. We will
discuss the details of the tunable diode lasers in Sect. 4.4, and
then in Sect. 4.6 give the mathematical description of the WMS
technique, which has been extensively used in this thesis. The gas
cells, which often employ high reflectivity mirrors to increase the
absorption pathlength and thus the sensitivity, would be part of
the topic of Sect. 4.5.

4.3 Gas absorption spectroscopy

Considering a two-energy system with energy difference of ∆E =
hν0, the transition probability, often described by line strength,
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from the lower state to the upper state when absorbing an elec-
tromagnetic wave with frequency ν0 is governed by quantum me-
chanics. However, the transition does not correspond to a strictly
monochromatic spectral line, but rather to a frequency distribu-
tion around the center frequency ν0, due to different broadening
mechanism, e.g., the finite lifetime of the molecules on the upper
state. For molecules at a certain condition (e.g., room temper-
ature, 1 atm pressure), the absorption cross-section σ(λ − λ0) is
formulated to describe the possibility of a photon being absorbed
over a spectral range, with the unit of cm2molecule−1. The absorp-
tion cross-section can be described by two terms, i.e., line intensity
Sλ0

and line shape function g(λ− λ0):

σ(λ) = Sλ0
g(λ− λ0), (4.3)

Sλ0
=

∫
σ(λ)dλ. (4.4)

For simplicity, the center wavenumber/frequency of absorption
cross-section is neglected. The line intensity,5 depending upon 5 Traditionally, the wavenumber

λ = 1/λ = ν/c instead of ν is
often used for the line intensity
and the absorption cross-section.
The unit of the line intensity is
(cm2molecule−1)cm−1.

the transition probability from the lower energy state to an upper
energy state and the population of atoms/molecules in the lower
state, can be given by [255]

Sλ0
=
g2

g1

A21λ
2
0

8πc

g1 exp (−hcE′′/kT )

Q(T )
[1− exp(hν0/kT )] . (4.5)

Here g2 and g1 are the degeneracies of the upper and lower en-
ergy state, 1/A21 is the lifetime of the upper energy state, h is
the Planck constant, k is the Boltzmann constant, T is the tem-
perature, E′′ is the energy of the lower state, Q(T ) is the parti-
tion function which is the weighted sum of atoms/molecules for
all possible energy states. The line intensity defined using optical
frequency ν is then given by

Sν0 =

∫
σ(ν)dν =

∫
σ(λ)d(λc) = Sλ0

c. (4.6)

In the following discussion, the line shape function is also described
as a function of optical frequency ν, i.e., g(ν − ν0). Correspond-
ingly, the absorption cross-section is given as σ(ν) = Sν0g(ν− ν0).

4.3.1 Line profiles

The line shape function g(ν − ν0) is determined by three differ-
ent broadening mechanisms: natural broadening, Doppler broad-
ening, and pressure broadening. Natural broadening is normally
much smaller than the other two effects. The pressure broadening
is usually dominant over the Doppler broadening in the visible re-
gion, and especially important for infrared wavelengths and high
pressure conditions.
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Natural broadening

Natural broadening is due to the energy uncertainty (∆E) and
determined by the lifetime (τ) of upper state. According to the
Heisenberg uncertainty principle

∆E ·∆t ≥ ~, (4.7)

The frequency uncertainty is then given as

2∆ν =
1

2πτ
. (4.8)

Here ∆ν is the half width at half maximum (HWHM) of natural
broadening. In the following discussion, “linewidth” is always re-
ferred to the HWHM. Since all atoms or molecules radiate with
equal possibility, the natural broadening is a homogeneous broad-
ening and follows a Lorentzian line shape which has a linewidth of
around 0.1-100 MHz. For instance, a mercury atom at the excited
6s6p 3P1 state has a lifetime of 125 ns, and its natural broadening
linewidth is 0.6 MHz.

Doppler broadening

Doppler broadening originates from the thermal motion of atoms
or molecules, which results in Doppler shifts on the optical fre-
quency. The Doppler broadening is an inhomogeneous broadening,
and follows a Gaussian lineshape function:

gD(ν − ν0) =

√
ln 2√
παD

exp

[
− ln 2

(
∆ν

αD

)2
]
, (4.9a)

αD =
ν0

c

√
2 ln 2kT

M
. (4.9b)

Here αD is the Doppler broadening linewidth, and M is the mass of
the atom/molecules. For oxygen molecules in atmospheric condi-
tions, a typical Doppler broadening linewidth of oxygen is around
400 MHz at 760 nm, which is much larger than the natural broad-
ening linewidth.

Pressure broadening and line shift

The pressure broadening is due to intermolecular collisions, which
shorten the lifetime and thus induce even larger energy uncertainty
and a broadening. Aside from that, the intermolecular collision
will also shift the energy levels, resulting in a change of center
wavelengths. The pressure broadening is also often referred to as
collision broadening, the line shape of which is described by the
Lorentzian function [256]

gL(ν − ν0) =
αL/π

(ν − ν0 − δshift)2 + α2
L

. (4.10)
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Figure 4.3. Gaussian and
Lorentzian line shape functions
both with a linewidth of 1.5 GHz.
The Lorentzian line shape has
broader wings.

Here αL is the pressure broadening linewidth, and δshift is the
collision-induced optical frequency shift. The intermolecular col-
lision broadening is a very complicated time-dependent many-
body problem [257–259], which has been extensively experimen-
tally studied for gases such as H2O and CO2. [260–263]. In sum-
mary, different molecules will have different collision broadening
and line shift coefficients, and the total effect depends upon the
gas compositions, which can be approximated by a linear function

αL =
∑
i

qiγi, (4.11a)

δshift =
∑
i

qiδi. (4.11b)

Here qi and γi are the concentration and broadening coefficient
for each composition, respectively, and δi is the corresponding line
shift coefficient. For atmospheric conditions, Equation (4.11a) can
be simplified as

αL = qγself + (1− q)γair. (4.12)

Here q is the gas concentration, γself is the self-broadening coeffi-
cient, γair is the broadening coefficient due to air which is mainly
O2 and N2. A typical pressure broadening linewidth for oxygen
absorption lines at 760 nm in atmospheric condition is around 1.5
GHz. Figure 4.3 gives typical Gaussian and Lorentzian line shape
functions for a linewidth of 1.5 GHz.

Voigt profile

In practice, all these broadening mechanisms occur at the same
time but independently. The Doppler and pressure broadenings
are much dominant compared with the natural broadening, which
is thus not considered for most of the cases. The total effect would
be the convolution of the Doppler and pressure broadening line
shape, resulting in a Voigt profile, which is given by

gV(ν − ν0) =

√
ln 2

π

V (u, a)

αD
, (4.13a)

a =
√

ln 2αL/αD, (4.13b)

u =
ν − ν0

αD/
√

ln 2
, (4.13c)

V (u, a) =
a

π

∫ +∞

−∞

exp(−t2)

(u− t)2 + a2
dt. (4.13d)

For rough estimations, one can directly use the Lorentzian line-
shape function to approximate the gas absorption profile, which is
valid for the cases in this thesis.
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4.3.2 Molecular absorption spectra

Figure 4.4. Schematic of molecular
energy level. The electronic energy
could be described by the Morse
potential.

4.3.2 Molecular absorption spectra

In this section, we will only give a very simple basis which helps us
to understand the molecular absorption spectra. For a detailed de-
scription regarding atomic and molecular spectroscopy, the reader
is referred to several books, e.g., [258, 264, 265].

Molecular energy level

An atomic energy level can generally be described by a set of quan-
tum numbers (n, l,ml,ms) based on quantum mechanics.6 The
energy of atoms is mainly determined by n and l. However, be-
cause of the coupling with electron spin, the energy level is split
into different fine-structure energy levels, which are further split
into hyperfine structure when considering the spin of the nucleus.
Molecules, consisting of two or more atoms have much more com-
plicated energy structures. The electrons from all atoms contribute
to the electronic energy levels of the molecules. The electronic en-
ergy state can be approximated by the Morse potential. Apart
from that, the vibration and rotation of the atoms introduce fur-
ther energy splitting. The corresponding energy levels are referred
to as vibrational and rotational energy levels, with much smaller
separation than the electronic energy levels, as shown in Fig. 4.4.
In summary, the energy levels of molecules can be described by the
sum of electronic energy, vibrational energy, and rotational energy:

Etot = Eelec + Evib + Erot. (4.14)

Different angular moments and the term symbols for electronic
states are shown in Fig. 4.5. The vibrational and rotational energy
for diatomic molecules can be described by

Evib = hν(v + 1/2)− (v + 1/2)2xehν, (4.15a)

Erot = BJrot(Jrot + 1)−D+J2
rot(Jrot + 1)2, (4.15b)

B = ~2/(µmassr
2). (4.15c)

Here v (v = 0, 1, 2, ...) and Jrot (Jrot = 0, 1, 2, ...) are the vibra-
tional and rotational quantum number, respectively, xe is the an-
harmonicity constant, B is the rotational constant, D+ is the cen-
trifugal distortion constant, µmass is the reduced mass, and r is
the distance of the atom.

Transition nomenclature

When the molecules transit between different vibrational-
rotational energy levels, J ′′rot (lower energy level) ←→ J ′rot (upper
energy level), if J ′rot = J ′′rot + 1 the transition is referred to as the

6n is the principal quantum number, l is the orbital angular momentum,
ml is the z-component of l, ms is z-component of the electron spin s.
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Figure 4.5. Angular moments of a
two-atom molecule. Λ and Σ are
the projections of the electron or-
bital angular momentum (L) and
spin angular momentum (S) along
the direction of the bond, Ω =
|Λ + Σ|. The symbols for differ-
ent values of Λ are 0-Σ, 1-Π, 2-∆
and 3-Φ. The value of Σ can be
−S, ...S − 1, S. The electronic en-
ergy state of molecules is denoted
by 2S+1ΛΩ. When considering the
contribution of the electron angu-
lar momentum, the pure rotational
quantum number (Jrot) is also of-
ten denoted as N . For details, see
Chapter 9 in the book written by
Demtröder [256].

R-branch spectrum, while J ′rot = J ′′rot − 1 corresponds to the P-
branch spectrum. If J ′rot = J ′′rot, the transitions are the Q-branch
spectrum. Considering the effect of the electron motion on the
rotational energy level, the total rotational angular momentum is
the sum of the pure rotation angular momentum and the electron
angular momentum, as shown in Fig. 4.5. The new total rotational
angular momentum (J) is given by

J = Jrot + Ω. (4.16)

The transition for different vibrational-rotational energy levels is
then denoted as ∆J ′′rotJ

′
rot∆J

′′J ′. For example, for the oxygen
R9Q10 line, R9 means the transition between J ′′rot = 9 → J ′rot =
10, whilst Q10 indicates J ′′ = J ′ = 10, which means that the
transition is from Ω′′ = 1 to Ω′ = 0. This also indicates that the
transition occurs between different electronic states. In practice,
for the homonuclear diatomic molecules, there is no pure vibra-
tional and rotational transitions.

For the polyatomics, such as H2O, O3 and NO2. which are non-
linear triatomic and asymmetric rotators, their vibrations and ro-
tations can be in any direction. Vibrational energy levels are then
described by three different quantum numbers, i.e., (v1, v2, v3)
corresponding to three different vibrations. The rotational energy
level can also be described by the projection of the rotational quan-
tum number on different symmetry axis. The three vibrational
quantum numbers are often used to describe different transition
bands, e.g., (301)→(000).

Oxygen and water vapor spectra

Figure 4.6 shows oxygen and water vapor absorption spectra
around 760 nm and 935 nm as obtained from the high-resolution
transmission molecular absorption (HITRAN) database. These
absorption lines have been extensively used in Papers I, V, VI,
VII, and VIII. The oxygen absorption lines are due to the tran-
sition from the ground state X3Σ−g (ν′′ = 0) to the excited state
b1Σ+

g (ν′ = 0),7 i.e., the so-called oxygen A band. The water vapor
absorption lines are the transitions of the (301)→(000) band. As
can be seen, the absorption cross-section of water vapor is around
30 times larger. However, we should note that, the water vapor
generally has much lower concentration than that of oxygen.

7”+/-” denotes symmetry, and ”g/u” denotes parity. Symmetry describes
the reflection at a plane through the nucleus, even↔+, odd↔-. Parity: the
symmetry of the wavefunction with regard to a reflection of all coordinates
at the origin, the parity could be even (gerade, g) and odd (ungerade, g),
and only present for diatomics with equal nuclear charge. In diatomics, the
ground state is labelled by X, excited states with the same spin number are
labelled with ascending energy with A, B, C,... Excited states with different
spin number are labelled with a, b, c,...
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Figure 4.6. Oxygen and water vapor absorption cross-sections at 296 K
and 1 atm pressure, around 760 nm and 935 nm, respectively.

4.4 Tunable diode lasers

In the above discussions, we know that a typical absorption
linewidth for molecules at atmospheric conditions is in the order of
GHz. In order to perform high resolution absorption spectroscopy,
especially when studying the effect of different broadening mecha-
nisms, a very narrow-band light source is extremely important for
performing accurate and sensitive absorption measurements. In
this section, we will first briefly review the development history
of tunable diode lasers, and then discuss the details of wavelength
tuning mechanisms and how to reduce the bandwidth of diode
lasers. Finally, we discuss a bit about the diode lasers used in this
thesis work.
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Material Wavelength /nm
InGaN 390-420
AlGaInP 630-680
GaAlAs 620-895
GaAs 760-1083
InGaAsP 1100-1650
InGaAsSb 1700-4400
PbEuSeTe 3300-5800
PbSSe 4200-4800
PbSnTe 6300-29 000
PbSnSe 8000-29 000

Table 4.1. Composition and nomi-
nal wavelengths for a few commer-
cial diode lasers [281, 282]. The
wavelength for each material can
vary by changing the ratio of the
constituents.

Figure 4.7. Simple sketch of an FP
diode laser with high-low reflective
facets. Typical dimensions for FP
lasers: height 0.1-0.2 µm, cavity
length L=250-500 µm, and width
5-15 µm. Considering a refractive
index of n = 3.6, the typical free
spectral range (c/2nL) is around
100 GHz.

4.4.1 Brief history

The first diode laser based on a GaAs homojunction diode was
invented in 1962 [266–270]. The principle of the diode laser is
that photons are generated when the electrons and holes are re-
combined in the p-n junction of a semiconductor diode.8 The
first homojunction diode laser, emitting laser radiation at 842 nm,
was rather broadband (1.5 nm), and could only work in pulsed
mode since the current threshold was high. In 1970, the double-
heterojunction diode laser was invented [271, 272], which confines
both the photons and carriers in the active layer by using cladding
materials with larger band gap and lower refractive index. With
such a configuration, the diode laser is able to work at room tem-
perature and the threshold current is substantially reduced. A
typical structure of a FP diode laser is given in Fig. 4.7.

However, the spectral characteristics are still quite poor for the
conventional FP diode laser due to low finesse of the FP cavity and
multiple longitudinal modes oscillation. The main reason for the
multimode output of the FP diode lasers is that all cavity modes
have the same loss, and the gain profile of the semiconductor ma-
terials is much broader than the FP cavity mode spacing,9 which
results in a very poor mode discrimination [274]. In the ideal case,
single mode output can be obtained even for a small amount of gain
margin as a result of the mode competition, as long as the gain
profile is homogeneously broadened. However, this cannot be ful-
filled in practice due to, e.g, large spontaneous emission [275, 276].
One commonly used method to reduce the broad bandwidth and
achieve single-mode output is to introduce frequency selective opti-
cal feedback (increase mode discrimination) e.g., distributed feed-
back (DFB) or distributed Bragg-reflector (DBR) diode lasers [277]
and external cavity diode laser (ECDL) [278–280]. Before dis-
cussing the details of these techniques, we would first introduce
the basic mechanisms of wavelength tuning.

4.4.2 Wavelength tuning mechanisms

The emitted wavelength is mainly determined by the band gap of
the semiconductor materials. The wavelength of the diode laser
can easily be tuned up to 20 nm by changing the operation tem-
perature. The temperature variation induces changes of refractive
index followed by the variation of optical pathlength, and change
of band gap due to the thermal expansion of the lattice constants
[285, 286]. The change of band gap results in a shift of gain peak.

8The main differences between a diode laser and the broadband light-
emitting-diodes (LEDs) are the presence of optical feedback from the high
reflectivity facets with the simplest case of a Fabry-Pérot (FP) cavity, and
population inversion induced by a large injection current.

9Correspondingly, one way to attain single-mode output is to shorten the
cavity length to 50 -100 µm [273].
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4.4.3 Reducing bandwidth

Figure 4.8. Tuning mechanisms
of the lasing wavelength for diode
lasers [283]. Band filling: the
lower energy states in the conduc-
tion and valence bands are occu-
pied first. As the increasing of the
carrier concentration, the concen-
tration of the high-energy carriers
increases [284]. The band filling ef-
fect results in a blue shift.

Different mechanisms of wavelength tuning are shown in Fig. 4.8
[283]. The change of the optical pathlength results in a wavelength
shift for a longitudinal mode, much smaller than the variation of
the temperature-dependent band gap.10 The two effects result in
changes of wavelength as a staircase with sloping steps in practice.
Mod-hops occur due to the shift of gain profile when tuning the
wavelength through temperature [287].

Wavelength tuning can also be fulfilled by changing the driving
current, which results in also a temperature variation due to Joule
heating and carrier density variation. This in turn contributes to
the change of refractive index [288, 289]. However, such a current-
induced temperature variation gradually decreases as the modula-
tion frequency increases [290, 291]. As a result, the carrier den-
sity variation will dominate for high modulation frequency, e.g.,
above 1 MHz.11 On the other hand, since the carrier concentra-
tion increases, the output power would also be enhanced as the
current increases. Thus, when the laser wavelength is modulated
through current, an accompanied modulation to the output power
occurs. This is normally referred to as residual amplitude modula-
tion (RAM) in TDLAS, and will be further discussed in Sect. 4.6.

4.4.3 Reducing bandwidth

As has been discussed above, the main problems of the FP diode
laser are mod-hops, multimode output and broad bandwidth,
which limit the application of high resolution TDLAS. In order
to reduce the bandwidth, one way is to use diffraction gratings to
select the oscillation mode, such as in the DFB diode laser and
DBR diode laser. Another commonly used method is to intro-
duce feedback using an external cavity, e.g., ECDL. We will now
briefly introduce the basic principles of these diode lasers, which
have very narrow-band single mode output. For a comprehensive
introduction to DFB diode lasers as well as vertical cavity surface
emitting diode lasers (VCSEL), quantum cascade laser (QCL), etc.
the reader is referred to [292, 293].

DBR diode laser replaces the high reflectivity facets in the FP
diode laser with Bragg gratings which can introduce high optical
feedback with selective optical frequency determined by the Bragg
grating. Thus, only cavity modes around the Bragg wavelength
can get significant feedback, and single mode output is generated
as a result of mode competition. This type of diode laser is often

10For example, in AlGaAs devices, 0.06 nm/K for optical pathlength vari-
ation, and 0.25 nm/K for band gap change [285].

11This could occur in, e.g., the frequency domain photon migration tech-
nique, where the modulation frequency varies from 10 MHz up to 1 GHz.
However, the purpose is to modulate the light intensity instead of the wave-
length.
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Figure 4.9. Typical structures of
(a) three-section DBR diode laser
and (b) index-coupled DFB diode
laser. The three sections are:
Bragg grating section, phase sec-
tion, and gain section. The phase
section is employed to achieve
phase matching (or mod-hop free
tuning) when changing the Bragg
wavelength. The two-section DBR
diode lasers do not have the phase
control section. A supplier for
two-section DBR diode lasers is,
e.g, Photodigm. Most commer-
cial suppliers only provide three-
section DBR diode lasers.

referred to as two-section (Bragg grating section and gain section)
DBR diode laser. The wavelength of the DBR diode laser can
be tuned by changing the refractive index of the Bragg grating
through injection current. The continuous tuning range is limited
by the frequency spacing between the longitudinal modes (typically
1 nm or smaller) for two-section DBR diode lasers. However, a long
discrete tuning range up to 10 nm can still be obtained, accompa-
nied with mod-hopping [294–296]. By synchronously changing the
current of the phase and Bragg sections of the three-section DBR
diode laser, as shown in Fig. 4.9(a), continuous mod-hop free tun-
ing range (up to 3-4 nm) can also be achieved [297]. The typical
bandwidth of the DBR diode lasers is around 1-10 MHz. Wave-
length tuning can also be fulfilled by changing the heat sink tem-
perature, which changes both the cavity modes because of thermal
expansion and the refractive index of the DBR.

DFB diode lasers incorporate a grating on the active layer along
the cavity length to provide a very narrow band optical feedback.
In the DFB diode laser, one of the facets is normally anti-reflection
coated to avoid the cavity modes of a conventional FP cavity, and
the grating then serves as one of the mirrors of the laser cavity.
Thus, the oscillation wavelength is mainly determined by the grat-
ing. By tuning the temperature and current of the Bragg grating,
the wavelength can be tuned. The DFB diode laser can provide
a mod-hop free tuning range up to 1000 GHz through tempera-
ture, and around 40-100 GHz through current. Wide mod-hop free
tunability through current injection can also be achieved by, e.g.,
phase tunable DFB diode lasers, multisection DFB diode lasers
and sampled-grating DBR diode lasers [297–299].

ECDL introduces the optical feedback by employing an external
cavity, which can either be a mirror or a grating. Thus, the lon-
gitudinal mode lasing in the diode laser must satisfy the phase
requirements for both the internal and external cavities. For the
ECDL with gratings, by synchronously rotating the grating and
changing the length of external cavity, a long tuning range up to 15
nm can be achieved [300]. The ECDLs can provide an extremely
narrow bandwidth with a long external cavity, e.g., hundreds of
kHz [301] or even 10 kHz [302], much narrower than the typical
bandwidth (1-10 MHz) of DFB/DBR diode lasers. However, the
mechanical tuning of the gratings introduces system instabilities
and might not be suitable for harsh environments or field measure-
ments, while DFB/DBR diode lasers are mechanically and ther-
mally robust, and insensitive to external vibration.
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4.4.4 DFB diode lasers used in this work

Supplier
λ dλ/dT dλ/dI dP/dI Related work

nm nm/K nm/mA mW/mA
Sacher-Laser 760 0.04 0.02 0.5 -

Eagleyard 760 0.06 0.003 0.8 -
Nanoplus 760 0.04 0.02 0.5 Paper VIII
Toptica 760 0.06 0.002 1.0 Paper V

Paper VI
Paper VII
Paper III

Eagleyard 852 0.06 0.003 0.8 Paper IV
Nanoplus 935 0.08 0.02 0.4 Paper VIII
Eagleyard 937 0.06 0.003 0.8 Paper I

Paper II

Table 4.2. Temperature tuning coefficients (dλ/dT ), current tuning
coefficients (dλ/dI) and slope efficiencies (dP/dI) for 760 nm distributed
feedback (DFB) diode lasers from different suppliers.

4.4.4 DFB diode lasers used in this work

The DFB diode laser is one of the most popular diode lasers used
in TDLAS applications [303]. In the present thesis work, quite a
few DFB diode lasers from different suppliers are used for both
gas absorption spectroscopy and light propagation studies. Typi-
cal characteristics for several diode lasers from different suppliers
with different wavelengths are shown in Table 4.2. As can be seen,
the temperature tuning coefficient is generally much larger than
the current tuning coefficients. The current tuning coefficient is
directly related to the refractive index of the grating, which in-
creases as the temperature increases. The current-induced tem-
perature variation is determined by the thermal resistance of the
laser chip, depending upon the laser geometry, heat sink, and the
way the laser chip is bonded onto the heat sink [304–307]. Larger
thermal resistance gives a larger current tuning coefficient, but
with a reduced speed of temperature and current tuning.

4.5 Detection sensitivity

The topic of this section is to discuss the detection sensitivity of
the TDLAS technique, which is one of the most important param-
eters to characterize the system performance. Generally, there are
two different definitions for detection sensitivity. One simple defi-
nition is the minimum detectable gas concentration with the unit
of, e.g., ppmv and ppbv. However, it is sometimes not comparable
because of different absorption cross-section for difference wave-
lengths and different species. Another common definition is the
minimum detectable absorption coefficient αmin [cm−1/

√
Hz], or

in absorbance unit – the minimum detectable absorption fraction
κmin = Lαmin [Hz−1/2]. Here the absorbance is defined by using
natural logarithm instead of using the common logarithm given
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by Eq. (1.1), and
√

Hz denotes the measurement bandwidth.12

Such a definition is independent of gas species, and thus compara-
ble between different measurement systems. The value of κmin is
obtained when SNR is equal to 1, which is also referred to as noise-
equivalent detection sensitivity. We now give a brief discussion on
the definition of the SNR in an optical system and the methods to
increase the SNR.

According to the Beer-Lambert law, the detected intensity for
weak absorption can be described by κI, where κ is the absorp-
tion fraction. The noise contribution can be categorized into three
terms. The first type of noise comes from the intensity fluctua-
tions of the non-ideal light source, which is proportional to the
light intensity (NsI). The detector electronics have noise which
is independent of the light intensity (Ne). The last one is the
shot-noise at the detector side, which originates from the statis-
tic distribution of the detected photons and is proportional to the
square root of the intensity (β

√
I). The SNR in an optical system

is then given by [308]

SNR =
κI

[N2
e + (β

√
I)2 + (NsI)2]1/2

. (4.17)

According to the above equation, one can simply increase the
light intensity to gain the SNR, until the intensity fluctuation of
the light source dominates the noise level. On the other hand,
to achieve a shot-noise (quantum) limited detection, the other two
sources of noise must be greatly suppressed. Fortunately, the noise
originating from the light source and detector electronics are fre-
quency dependent, and thus can both be suppressed by moving to
a high-frequency detection band. This can be achieved through
WMS and FMS discussed in Sect. 4.6. The detection sensitivity
can reach up to 10−5 − 10−6 Hz−1/2 through WMS and up to
10−6 − 10−8 Hz−1/2 through FMS [244].

Another way to obtain a high SNR is to increase the absorption
fraction κ, which can be achieved by employing multipass gas cells
to increase the gas absorption pathlength. However, we should
note that the noise-equivalent detection sensitivity κmin deter-
mined by Eq. (4.17) does not change, although the minimum de-
tectable absorption coefficient αmin can be greatly improved. This
approach actually has been widely used during recent decades.
The most widely used commercial gas cells are the White [309] and
Herriott [310] cells, where the pathlength can reach up to tens of
meters [1]. Multipass gas cells employing integrating spheres, with

12The reason for the detection sensitivity with unit of per
√

Hz instead of
per Hz is because the noise spectrum is often defined as power (proportional
to the square of the voltage) distribution among different frequencies, whilst
the light intensity is converted into photocurrent or voltage. 1 Hz bandwidth
is equivalent to half a second of integration time according to the Nyquist-
Shannon sampling theorem.
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4.6 Wavelength modulation spectroscopy

Figure 4.10. The principles of (a)
WMS and (b) FMS. The transmis-
sion signal gets distorted because
of nonlinear response; thus har-
monics are generated.

Figure 4.11. The principle of the
analog lock-in amplifier, LPF cor-
responds to a low-pass filter or in-
tegration electronics. The maxi-
mum output is obtained when the
two signals are in-phase, i.e., θ = 0,
and the noise level is greatly sup-
pressed.

good misalignment tolerance but only a few-meter pathlength,
have also been reported [311]. The most sensitive pathlength en-
hancement technique is CRDS or CEAS, where the pathlength is
in the kilometer range. However, CRDS/CEAS requires high re-
flectivity mirrors and precision optical alignment.13 Recently, by
injecting the light beam off-axis of the cavity, a sensitivity of up
to 10−11cm−1Hz−1/2 can be achieved in the near infrared region
[236]. One should mention that with the NICE-OHMS technique
based on the combination of FMS and on-axis CRDS, an astonish-
ing detection sensitivity up to 10−14cm−1Hz−1/2 could be achieved
at 1.064 µm [250].

4.6 Wavelength modulation spectroscopy

Wavelength modulation spectroscopy (WMS) [312] has been ex-
tensively used and has become a standard method in the TDLAS
field. By employing optical wavelength modulation (a few kHz up
to MHz) and scanning the laser center wavelength across the ab-
sorption line, high harmonics are generated due to the nonlinear
response of the absorption line shape, as shown in Fig. 4.10(a).
The 1/f noise can then be greatly suppressed, by moving the de-
tection band to high frequency. The high harmonics can be de-
tected through a lock-in amplifier by multiplying a reference sinu-
soidal wave or square wave with carefully controlled phase. Since
the output of the product highly depends upon the phase differ-
ence between the harmonic and the reference signals, as shown
in Fig. 4.11, this approach is also referred to as phase-sensitive
detection (PSD).

When the modulation frequency is comparable with or larger
than the linewidth of the gas absorption line, e.g., hundreds of
MHz or several GHz, sidebands with the modulation frequency
are generated, as shown in Fig. 4.10(b). The harmonics are then
produced because of unequal attenuation on the sideband of the
laser center frequency, again, resulting from the nonlinear re-
sponse. The modulation method is then referred to as frequency
modulation spectroscopy (FMS) [313]. The performance of FMS,
in principle, should be better than that for WMS [314]. How-
ever, due to the system complexity of the radio frequency modula-
tion/demodulation scheme and the electronic noise introduced by
extremely high frequency modulation, the practical performance is
generally lower than what is theoretically expected [315]. On the

13Although pulsed light sources are more frequently used in CRDS, one
interesting observation is that CRDS was actually for the first time demon-
strated by using intensity-modulated light source based on the phase-shift
method (referred to as phase-shift CRDS) which was used to characterize the
reflectivity/loss of the laser cavity and to measure the fluorescence lifetime in
an even earlier time. To be noted, the phase shift method is referred to as
frequency domain photon migration method in the biophotonic field.
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other hand, by employing higher modulation frequency in WMS,
e.g., up to 10 MHz, the detection sensitivity could be comparable
with that obtained in FMS [316, 317].

The theory of the WMS technique has been thoroughly stud-
ied by many researchers [226, 318, 319]. In this thesis work, the
WMS technique was performed in a digital way based on coher-
ent data sampling and Fourier analysis. This approach was first
demonstrated by Fernholz et al. in 2002 [320] by studying the
Fourier spectrum of the detected signal. The phase term, which is
a very critical parameter for the lock-in detection, is visualized or
retrieved through a “sophisticated” phase-amplitude plot.

In this section, we will first introduce the harmonics of the
WMS technique based on Fourier analysis, and then mathemat-
ically figure out the phase term, which hopefully can make the
digital WMS method understandable.

4.6.1 Principles

According to the Beer-Larmbert law, in the case of weak absorp-
tion, the transmission light intensity is given by

I ′(ν′) = I ′0(ν′)− LNI ′0(ν′)σ(ν′). (4.18)

In WMS, the wavelength is sinusoidally modulated through a cor-
responding modulation of the injection current. In practice, the
change of wavelength has a phase shift (φ1) compared with the
current modulation [321], i.e.,

ν′(t) = νc + νa cos(2πfmt− φ1 + π). νc: laser center frequency
νa: modulation amplitude
fm: modulation frequency

(4.19)

Here the phase term π is added because the optical frequency de-
creases as the injection current increases. As we will see later, the
phase term π does not have any influence on the analysis. For
tunable diode lasers, the optical wavelength modulation is accom-
panied with a modulation of intensity, which is often referred to as
residual amplitude modulation (RAM). The output power is nor-
mally well in-phase with the modulation current. In case of any
instrument-induced phase shift, we could still add a phase term to
the power modulation for generality, which is given by14 14 I0(νc): laser intensity at center

frequency, κ1 = (dI/di)/(dν/di)
is the linear intensity-optical fre-
quency modulation coefficient, i is
the injection current. Here the
nonlinear modulation is neglected.

I ′0(t) = I0(νc) + κ1νa cos(2πfmt+ φ2). (4.20)

Equation (4.18) can then be rewritten as

I ′(t) = [I0(νc) + κ1νa cos(2πfmt+ φ2)]−
LN [I0(νc) + κ1νa cos(2πfmt+ φ2]

σ (νc + νa cos(2πfmt− φ1 + π)) .

(4.21)

In order to facilitate the mathematical derivations, we hereby shift
the phase term of the wavelength modulation to zero. From
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another point of view, the time is translated by a factor of
(φ1 − π)/(2πfm). The new transmission intensity is given by

S(t) =I ′(t+ (φ1 − π)/(2πfm)) = I0(t)− LNI0(t)σ(ν), (4.22a)

ν(t) =νc + νa cos(2πfmt), (4.22b)

I0(t) =I0(νc) + κ1νa cos(2πfmt+ ϕ), (4.22c)

where
ϕ = φ1 + φ2 − π. (4.23)

Equation (4.22a) can be rewritten as a background term and an
absorption term

Sabs(t) =− LNI0(t)σ(ν), (4.24a)

Sbg(t) =I0(t). (4.24b)

The Fourier series of I0(t) and σ(ν) can be expressed as:15

I0(t) =

∞∑
n=0

[Ie
n cos(2πnfmt)] +

∞∑
n=1

[Io
n sin(2πnfmt)],Ie

0 = I0(νc)
Ie
1 = κ1νa cos(ϕ)

Io
1 = −κ1νa sin(ϕ)

(4.25)

σ(ν) =

∞∑
m=0

[σe
m cos(2πmfmt)]. (4.26)

Substituting Eqs. (4.25) and (4.26) into Eq. (4.24a), the even and
odd terms of the absorption signal can be given by [226]:

Se
abs,k =− 1

2
LN

[
k∑

n=0

σe
k−nI

e
n + (1− 1

2
δk0)

∞∑
n=0

σe
nI

e
n+kδk0 =

{
1, if k = 0
0, if k 6= 0

+ (1− 1

2
δk0)

∞∑
n=0

σe
n+kI

e
n

]
,

(4.27)

So
abs,k =− 1

2
LN(1− δk0)

[
k∑

n=1

σe
k−nI

o
n −

∞∑
n=0

σe
n+kI

o
n

+

∞∑
n=0

σe
nI

o
n+k

]
.

(4.28)

15According to a Taylor expansion, the value of σ(ν(t)) for the optical
frequency nearby the center frequency νc can be approximated by

σ(ν(t)) =
∞∑

m=0

σ(m)(νc)

m!
νma cosm(2πfmt).

As can be seen, the Fourier series of the absorption cross-section only has even
terms. According to Fermat’s theorem, at the local maximum/minimum of
σ(m)(ν), the deviation, i.e., σ(m+1)(ν) is equal to zero.
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The transmission signal is then given by

S(t) =

∞∑
k=0

Se
k cos(2πkfmt) +

∞∑
k=1

So
k sin(2πkfmt). Sek = Se

abs,k + Ie
k

So
k = So

abs,k + Io
k

(4.29)

Due to the presence of RAM, the kth order harmonic also includes
the effects from other harmonics. For instance, the first order
harmonic (1f absorption signal) is given by

Se
1 =− LN

[
σe

1I0(νc) +
2σe

0 + σe
2

2
Ie
1

]
+ Ie

1 , (4.30a)

So
1 =− LN

[
2σe

0 + σe
2

2
Io
1

]
+ Io

1 . (4.30b)

Because of the symmetry of the line shape function, the even or-
der harmonics have the maximum at the center wavelength of the
absorption line, while the odd order harmonics have a zero cross-
ing. Consequently, the mean value of σe

k (k ≥ 1) is equal to zero
as long as the wavelength fully covers the absorption profile and
the optical frequency is linearly scanned [320]. Although the mean
value of σe

0 is not equal to zero, LNσe
0 << 1. Thus, the RAM

induces an offset (the mean value) on the first harmonic.
The kth order harmonics (k ≥ 2) are given by

Se
k =− LN

[
σe
kI0(νc) +

σe
k−1 + σe

k+1

2
Ie
1

]
, (4.31a)

So
k =− LN

[
σe
k−1 − σe

k+1

2
Io
1

]
. (4.31b)

The background signal does not have any influence on the sec-
ond or higher harmonics. Since I0(νc) and Ie

1 experience the same
transmission, one can use the average value of the 1f signal to cal-
ibrate the intensity I0(νc) for the frequently used 2f signal. Thus,
an intensity-corrected 2f signal can be obtained without measur-
ing the light intensity with a reference measurement. However,
due to distortion, the average value of the 1f signal does not al-
ways reflect the true value of Ie

1 . The 2f signal instead is more
frequently used, because of background immunity and relatively
larger intensity compared with even higher harmonics.

4.6.2 Analogue lock-in detection

Conventionally, the 2f absorption signal is detected by the ana-
logue lock-in amplifier, which has been used in many different ap-
plications for weak signal detection. The detected light signal is
multiplied by a reference signal with frequency k × fm (kth har-
monic) and with an adjustable phase, to obtain the kth order har-
monic. We should note here, that the time of the absorption signal
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Figure 4.12. Simulation results for
the WMS technique, the harmonic
signals are obtained by performing
Fourier analysis on the transmit-
ted light signal. The value of φ1
and φ2 are set to π/3 and π/4, re-
spectively. The discrepancies bet-
ween the setting values and calcu-
lated values are mainly due to the
computational errors. The dash-
line for the 1f signal is plotted with
time as x -axis (with the direction
of increased wavelength).

has been linearly translated. Thus, the reference signal must also
be translated by the same value. The kth harmonic signal is given
by

SAnalog,k =

∫ 1/fm

0

[Se
k cos(2πkfmt) + So

k sin(2πkfmt)]

cos(2πkfmt+ kφ1 − kπ − θ)dt.
(4.32)

Because of orthogonality, only the kth order harmonic contributes
to the output of the analog lock-in amplifier for the integration
time 1/fm. When θ = kφ1 (in-phase), only the even harmonics
exist. On the contrary, if θ = kφ1 + π/2 (out-of-phase), only
the odd harmonics exist. An analog lock-in amplifier normally
has both the in-phase and out-of-phase outputs. If θ is equal to
kφ1 + arctan(So

k/S
e
k), the r-component can be obtained, which is

given by
√

(Se
k)2 + (So

k)2; here we neglect the coefficient term.

4.6.3 Digital lock-in detection

In this thesis work, the harmonic signals are obtained by perform-
ing direct Fourier analysis on the detected signal, which is digi-
tized by coherent sampling. Here, coherent sampling means that
the sampling frequency is an integral-number times of the signal
frequency. To be noted, the lock-in detection scheme can also
be fulfilled digitally by using a digital phase-locked loop (PLL),
similar to the procedure in analogue lock-in amplifiers [322]. The
advantage of using Fourier analysis is to automatically find out the
phase for lock-in detection. The Fourier transform of the original
signal I ′ is given by

F [I ′(t)] =F [S(t− (φ1 − π)/(2πfm))]

=F [S(t)] exp[−i2πf(φ1 − π)/(2πfm)].
(4.33)

Substituting the Fourier transform of S(t), which can be easily
obtained from the Fourier series, into the above equation, we have

F [I ′(t)] =

{ ∞∑
k=0

(Se
k − iSo

k) δ(f − kfm)+

∞∑
k=1

(Se
k + iSo

k) δ(f + kfm)

}
exp[−if(φ1 − π)/fm].

(4.34)
Applying a window function w(f−kfm) (e.g., a Gaussian window)
to the Fourier transform of I ′(t), the spectrum of the corresponding
harmonic can be selected. The width of the window function is
typically tenth of the modulation frequency, since sidebands are
generated when linearly scanning the laser frequency. The Fourier
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spectrum for each individual harmonic is given by

H+
k (f) =F [I ′(t)]w(f − kfm)

= (Se
k − iSo

k) δ(f − kfm) exp[−if(φ1 − π)/fm].
(4.35)

Circulating/moving the center of the above spectrum to zero fre-
quency, and performing an inverse Fourier transform, we get

h+
k (t) =2F−1[H+

k (f + kfm)]

=
2F−1[H+

k (f)]

exp(ik2πfmt)

= (Se
k − iSo

k) exp[−ik(φ1 − π)].

(4.36)

The task for now is to get the even harmonic (the in-phase
term in the analogue lock-in amplifier) from Eq. (4.36). The chal-
lenge is to figure out the phase term −kφ1, as in the case of the
analogue lock-in amplifier, which is normally found out by man-
ually trying different phases. Let us consider the first harmonic
separately, since the RAM contributes to the background signal of
the harmonic signal. The first harmonic is given by

h+
1 (t) =

[
(Se

abs,1 + Ie
1)− i(So

abs,1 + Io
1 )
]

exp(−iφ1 + iπ). (4.37)

As has been discussed above, the integration or average values of
Se

abs,k and So
abs,k are zero. Substituting the value of Ie

1 and Io
1 ,

the mean value of h+
1 (t) is calculated as

〈h+
1 (t)〉 = κ1νa(cosϕ+ i sinϕ) exp(−iφ1 + iπ). (4.38)

The angle of the mean value is then given by ϕ − φ1 + π = φ2,
which is the phase term of the power modulation. Subtracting the
mean value from Eq. (4.37), one can get

h+
1 (t)− 〈[h+

1 (t)]〉 = (Se
abs,1 − iSo

abs,1) exp(−iφ1 + iπ). (4.39)

Since the frequency modulation amplitude νa is typically less than
10% of the scanning range, the value of Ie

1 or Io
1 is typically much

smaller than the value of I0(νc).16 Thus, at the maximum value 16 This does not hold for some ex-
treme cases, e.g., one dramatically
increases the value of νa, in spite
of the optimal modulation ampli-
tude, which is typically 2.2 times
of the absorption linewidth [319].

of Eq. (4.39) which is generally the peak of the corresponding
harmonic, the contribution from the odd term to the phase of the
complex value is negligible, and the phase term −φ1 is approxi-
mately equal to the angle of the maximum value. By multiplying
Eq. (4.39) with exp(iφ1), the real value of the product would
be the even harmonic Se

abs,1. With the same protocol, the high
harmonics can also be determined. However, the high harmonics
are not affected by the background signal. Thus, the mean value
term, in principle, is equal to zero. The phase term −kφ1 can then
be directly obtained from the angle of the maximum value of the
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h+
k (t). However, one should note, for the even order harmonics

(k = 2, 4, 6, ...),

h+
k (t) =

(
Se

abs,k − iSo
abs,k

)
exp(−ikφ1 + iπ), (4.40)

at the maximum value of h+
k (t), the value of σe

k±1 is zero, i.e.,
So

abs,k is equal to zero. The phase φ1 can be then obtained from
the maximum value without any approximation. Thus, for some
extreme cases, the phase obtained from the even order harmonics
can always be used to retrieve the odd harmonic signals. Fig-
ure 4.12 shows the simulation results with a Lorentzian line shape
absorption profile, where the HWHM is set to be 1.5 GHz.
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Chapter 5

Gas in Scattering Media
Absorption Spectroscopy

5.1 Introduction

Gas in scattering media absorption spectroscopy (GASMAS) was
introduced in 2001 to study gases enclosed in porous scattering me-
dia [39]. The mechanism of the GASMAS technique is based on the
fact that the absorption imprint of a gas is approximately 10 0001 1 The typical absorption linewidth

for, e.g., oxygen in atmospheric
condition is around 1.5 GHz@760
nm, while the linewidth of the ab-
sorption peak of mammalian fat at
760 nm is around 20 nm (10 000
GHz) [323].

times narrower than that for the surrounded solid/liquid-phase
material.2 By scanning the laser wavelength across the narrow-

2 Gas bubbles in liquid media
might also be possible to measure,
although it has not been performed
until now.

band absorption lines of gases and examining the small absorption
imprint superimposed on the highly reduced scattered light sig-
nal, one is able to retrieve the gas absorption signal and find out
the concentrations of the enclosed gases in porous media. The
main difference between the GASMAS technique and the tradi-
tional TDLAS technique is that the involved samples are turbid
media where light has become completely diffused before arriving
at the detector. Thus, there is no well-defined gas absorption path-
length in GASMAS applications. This has been a great challenge
for the GASMAS technique, but also brought up possibilities for
new applications, e.g., porosimetry studies [324], and random mul-
tipass gas cell applications [325, 326], as will be discussed in the
following sections.

Since 2001, the GASMAS technique has been explored to var-
ious applications mainly for oxygen and water vapor detection.
The corresponding absorption wavelengths are around 760 nm and
935 nm, respectively. The applications until now include wood
material studies [15, 327, 328], fruits [329, 330] and food packag-
ing monitoring [331, 332], pharmaceutical tablet characterization
[324, 333], as well as human sinus [322, 334–336], mastoid [337] and
lung function [338, 339] monitoring. By using different methodolo-
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Figure 5.1. Principles of the
GASMAS technique, the absorp-
tion spectrum of gas is substan-
tially narrower than that of the
solid/liquid-phase materials.

Figure 5.2. A typical schematic
of the GASMAS technique, from
Paper IX. The optical frequency
of the diode laser is modulated by
a high-frequency sinusoidal signal
superimposed on a triangular sig-
nal. The absorption imprint is
picked up by using a lock-in am-
plifier.

gies, either the gas concentration or the gas diffusion dynamics can
be studied. Fundamental spectroscopic studies on wall collision
broadening for gases enclosed in nano-porous ceramics were also
investigated [340–342], which has been found to be very useful for
non-intrusive pore size studies [343]. Reviews of the applications of
GASMAS technique can be found in [344, 345]. The publications
related to GASMAS in recent years have also been summarized
in [346]. The efforts of the present thesis work on GASMAS are
mainly aiming at finding out the unknown gas absorption path-
length based on different techniques (Papers I and V) and mea-
suring the gas concentration without knowing the pathlength (Pa-
per VIII). In the meanwhile, applications based on the combined
method of pathlength measurement techniques and GASMAS are
also explored to study the porosity of the medium (Papers VI and
VII).

5.2 Methods and materials

5.2.1 Measurement principles

A typical GASMAS setup using a tunable narrow-band diode laser
is shown in Fig. 5.2. The center wavelength of the diode laser
is well controlled and stabilized through a thermoelectric cooler
(TEC) controller. The WMS technique is utilized to pick up the
weak absorption imprint from the strong and noisy background
signal. The second harmonic absorption signal is recorded by an
analogue lock-in amplifier [39] or digital lock-in amplifier based on
Fourier analysis [320, 335], as discussed in Sect. 4.6. Since the
absorption pathlength is unknown due to scattering, the absolute
gas concentration is difficult to retrieve. In order to quantitatively
give the measurement results, a mean equivalent pathlength (Leq)
is introduced, which is defined as the pathlength in a reference gas
(typically ambient air) to experience an equivalent absorption as
that in the porous medium. By fitting the absorption signal for
the porous medium (Sabs, normally the 2f absorption signal) with
the one for the reference gas cell (Sref

abs), the value of Leq is given
by

Leq =
Sabs

Sref
abs

Lgas, (5.1a)

Leq =
LgasCgas

Cref
. (5.1b)

Here Lgas and Cgas are the pathlength and concentration of the gas
in the porous medium, respectively; Cref is the gas concentration
in the reference gas cell. Although the value of Leq depends upon
both the pathlength and the concentration of the enclosed gas, it
is still used as key results for many applications [328, 331, 336],
and especially useful for gas diffusion monitoring [328–330].
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Since the applications of GASMAS for now involve mainly oxy-
gen and water vapor, we will use these two gases as sample gases in
the following sections. However, most of the techniques discussed
below can be easily used for other gases with quite different ab-
sorption wavelengths, e.g., 2.05 µm for CO2.

5.2.2 Porous materials

There are generally two main categories of porous media which are
widely involved in GASMAS applications, as shown in Fig. 5.3.3 3 Ref. [347] summarizes another

type of porous material – small
scatterers surrounded by gases,
e.g., cloud, and snow, where li-
dar techniques have been employed
for gas concentration measurement
[348].

One is the macroscopically homogeneous porous medium, e.g.,
wood, pharmaceutical tablets, polystyrene foams, and ceramics.
The other one is an inhomogeneous porous medium with one or
several cavities/porous surrounded by scattering materials, e.g.,
food packages, and human sinus cavities. We will now briefly
introduce the porous media involved in this thesis.

Polystyrene foams (PS foams) are generally used as a reference
porous scattering medium to develop various techniques for gas
absorption pathlength evaluations. Actually, they have always
been used as measurement samples since the first publication
of GASMAS. One important feature of PS foams is the high
porosity – as high as 98% [73]. The effective refractive index
is approximately 1.01, as retrieved from the volume average of
the refractive indices of polystyrene4 and free air. The reduced 4 The refractive indices for many

materials can be found at: http:

//refractiveindex.info
scattering coefficient is around 34 cm−1, whilst the absorption is
negligible; see Paper II.

Porous ceramics are one of the most widely used materials in
our daily life. As pointed out by Richerson, “most solid materials
that aren’t metal, plastic, or derived from plants or animals are
ceramics” [349]. Apart from traditional uses such as decorative
ceramics, whiteware, and refractories, the advanced or technical
ceramics are also widely used in, e.g., gas burner nozzles, biomed-
ical implants, bearings [350]. In general, pores are everywhere
in ceramics, and mostly created during fabrication. The porous
ceramics are normally prepared by sintering - transforming the
powder into a solid body by heating to high temperature. The
porosity (fraction of void volume) and pore size are key charac-
teristics of ceramic materials. In GASMAS applications, porous
ceramics with different pore sizes and porosities, mainly made
of, e.g., TiO2, ZrO2 and Al2O3, are frequently used as sample
materials. In this work, the optical porosity of the ceramics is
investigated by the GASMAS technique. In other scenarios, they
can also be considered as a perfect macroscopically homogeneous
model for studying light propagation in porous scattering media.

61

http://refractiveindex.info
http://refractiveindex.info


5.3 GASMAS challenge – unknown pathlength

Figure 5.3. Light propagation in
porous scattering media, from Pa-
per IX: (a) Macroscopic homoge-
neous medium; (b) One or few
large cavities surrounded by a scat-
tering medium.

Food packaging – The aim of studying food packaging is
to monitor the enclosed oxygen concentration which is a very
critical parameter to control the quality, e.g., of milk in packages,
since O2 is a highly biologically active gas. The gas composition
inside food packages is normally manipulated by lowering the
concentration of O2 and flushing with N2 and CO2, through
well-developed modified atmospheric packaging (MAP) tech-
niques [351–354]. Many traditional methods used for gas analysis
in the food packaging industry, e.g., gas chromography and IR
sensors, are based on gas extraction and are thus intrusive, and
will destroy the samples being measured. Thus, non-intrusive gas
detection techniques are highly demanded.

5.3 GASMAS challenge – unknown pathlength

As has been pointed out above, the pathlength through the en-
closed gas is unknown due to heavy light scattering (see Fig. 5.3),
which is governed by the RTE for macroscopically homogeneous
porous media, as discussed in Chap. 2. In contrast, ray tracing op-
tics can be used to study the porous media presented in Fig. 5.3(b)
[355]. Substantial efforts have been devoted on finding out the un-
known gas absorption pathlength in various GASMAS applications
[73, 334], including Papers I, V, VI, VII, and VIII. In this sec-
tion, we would only briefly introduce different methods to solve
the challenge of unknown pathlength. For details, the reader is
referred to Paper IX.

5.3.1 Pathlength calibration method

The first method is to simultaneously monitor another gas with
known concentration, e.g., water vapor, the saturated concentra-
tion of which depends upon the temperature according to the
Arden-Buck equation [356]. In this case, the pathlength for a water
vapor absorption line (935 nm) can be obtained and is assumed to
be the same as the pathlength for the gas of interest, e.g., oxygen
(760 nm). Thus, the oxygen concentration can be retrieved. How-
ever, the assumption that the pathlength for these two wavelengths
are the same is actually only approximately correct and for certain
geometries large differences can occur. Another limitation for this
method is that sometimes the saturation condition for water vapor
is actually not fully satisfied, resulting in an underestimated path-
length of water vapor. However, for those cases with saturated
water vapor concentration, the present method is a very powerful
tool to evaluate the oxygen concentration, especially considering
the use of a closer lying H2O absorption line (e.g., 819.151 nm) to
reduce the discrepancy of the pathlengths between H2O and O2.
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Figure 5.4. Schematic of the
combined system of the GASMAS
and the FDPM techniques, from
Paper VII. The two subsystems
cannot work simultaneously, but
rather be switched through the
electronic switch. The phase shift
is detected by a heterodyne detec-
tion scheme with a frequency offset
of 20 kHz. The fiber used on the
illumination side is a multimode
step index fiber with a core diame-
ter of 1 mm, and the fiber for light
collection is a fiber bundle with 2.5
mm diameter.

5.3.2 Pathlength determination in porous media

Another method one can imagine is to measure the pathlength
through the porous medium using other techniques. As has been
discussed in Chaps 2 and 3, the TOFS, FDPM and FMLSI tech-
niques are all able to measure the value of MOPL through the
porous medium. By using MOPL as the pathlength of the gas,
one can easily retrieve the gas concentration:

Cgas ≈
LeqCref

Lm
. (5.2)

However, since light passes through both the gas and the matrix
material, the MOPL includes both the pathlength through gas
(Lgas) and the pathlength through the matrix material (Ls):

Lm = Lgas + nsLs. (5.3)

Here ns is the refractive index of the matrix material. Thus, only
an average gas concentration can be given. However, for media
with extremely high porosity, e.g., polystyrene foams and the me-
dia shown in Fig. 5.3(b) where the scattering of the surrounded
material is weak or even single scattering is dominant, the value
of MOPL could give good approximation for the gas absorption
pathlength.

We will now first briefly introduce the system and measurement
principles of the combined method of the FDPM and the GASMAS
techniques which is more frequently used, and then discuss the pros
and cons of different pathlength determination methods.

Combination of the FDPM and the GASMAS techniques

The great advantage of employing the FDPM method is that the
same diode laser used in the GASMAS system can also be used
for the FDPM system as shown in Fig. 5.4, and demonstrated in
Papers V, VI and VII. Apart from the basic equipment used in the
GASMAS technique, only few additional RF components are used
for the FDPM subsystem. The use of fibers for light illumination
and collection enables many possibilities for different applications,
but with reduced SNR.

Because of the amplitude-phase crosstalk discussed in Sect. 2.6,
careful calibration must be performed during the FDPM measure-
ments. The measurement procedure can be summarized as below:

(i) Measure the oxygen absorption signal in the porous medium
and evaluate the pore pathlength based on a reference mea-
surement in free air, as demonstrated in Eq. (5.1).

(ii) Measure the phase shift due to the scattering in the sample
and the instrument response at different modulation frequen-
cies.
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(iii) Measure the phase shift due to the instrument response by
replacing the sample with an appropriate neutral density fil-
ter (i.e., causing similar light attenuation). The phase shift
due only to the scattering in the turbid sample is then de-
duced. The optical properties can be retrieved by fitting
the phase shift - frequency response based on diffusion ap-
proximation theory; whilst the MOPL value can be directly
obtained based on the linear phase shift - frequency relation-
ship for low modulation frequencies.

Comparison between different approaches

In spite of the scientific problem of using the total pathlength
as the gas absorption pathlength, there are also several techni-
cal considerations when combining the pathlength measurement
methods with the GASMAS technique. The difficulties of com-
bining the TOFS and GASMAS techniques are obvious, i.e., the
two techniques employ totally different light sources and detection
schemes, as have been discussed in Papers I and V. Alternatively,
the FDPM technique can be naturally incorporated into the GAS-
MAS system, with a few additional RF components, as shown in
Fig. 5.4. The limitation of the combination method between the
FDPM and the GASMAS techniques for in situ measurements is
the phase calibration procedure, which is hard to avoid and re-
quires extra work. On the other hand, the FMLSI techniques,
which can also be seamlessly incorporated into the GASMAS sys-
tem, does not need any real time calibration; thus it would be a
more attractive option if the SNR is good enough. However, the
FMLSI technique generally has much lower SNR compared with
the FDPM technique, since it distributes the total energy into
beat signals with different beat frequencies, and more importantly
only part of the scattered light can interfere. On the contrary, the
TOFS technique in general has the highest SNR since it detects
single photons. For practical applications, one should carefully
consider the advantages and disadvantages of different methods.

5.3.3 Pathlength independent gas absorption
spectroscopy

In Sect. 4.3, we have discussed that the line shape of the gas absorp-
tion cross section is dependent upon the intermolecular collisions
with the same kind of molecules and with buffer molecules [259].
Clearly, from Eq. (4.11), the absorption line shape of, e.g., H2O,
depends upon the concentration of buffer gases, e.g., N2, CO2, and
O2. Typical collision broadening and line shift coefficients for wa-
ter vapor are given in Table 5.1. We note that the broadening and
line shift coefficients are quite small, and thus the line shape is not
very sensitive to the variation of gas concentrations. This would be
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Figure 5.5. O2 and N2 concen-
tration dependent water vapor ab-
sorption line profiles, from Pa-
per VIII.

Wavelength
Line broadening Line shift

cm−1atm−1 cm−1atm−1

O2 N2 O2 N2

727.9389 [262] 0.0662 0.1038 -0.0277 -0.0133
730.6206 [262] 0.0547 0.0912 -0.0394 -0.0194
822.9218 [263] — 0.082* — —
950.1690 [357] — 0.1171 — -0.012*
1383.8869 [358] 0.70 0.117 1.12 0.76

Table 5.1. Line shift and line broadening coefficients resulted from O2

and N2 for water vapor at different absorption lines, *Pressure broad-
ening and shift in ambient air.

an ideal method to measure gas concentrations in GASMAS appli-
cations where the pathlength is unknown, although the sensitivity
might be low. We refer to this method as pathlength indepen-
dent GASMAS, which only means that we do not need to know
the gas pathlength in order to get the concentration. However,
measurement conditions must allow for obtaining a good SNR.
For instance, the pathlength cannot be too small, or alternatively
one can choose a stronger absorption line. In Paper VIII, we
have demonstrated the application of the pathlength independent
GASMAS technique on the O2 and N2 measurements on free gas
mixture, by using a water vapor absorption line at around 935 nm
and a scattering medium as a reference gas cell. This technique
is also applicable for scattering media such as food packages. The
water vapor absorption profiles for different concentrations of O2

and N2 are given in Fig. 5.5, the O2 and N2 concentration were re-
trieved by performing principal component analysis (PCA) based
on the absorption spectra. An extra bonus of the pathlength in-
dependent GASMAS technique is that the concentrations of gases
without any readily available absorption lines can also be mea-
sured. In practice, unpublished data reveals that the concentra-
tions of four different gases can be measured by studying the line
shape of a single absorption line. However, as pointed out above,
this method is not very sensitive – typically 1% oxygen concentra-
tion can be resolved in food packaging. In spite of these drawbacks,
this method is definitely an attractive method to evaluate the gas
concentration in porous media, especially when high precision is
not necessary.

5.4 Porosimetry studies

In the above discussion, we mainly focus on measuring the concen-
tration of enclosed gas in porous media. Actually, many porous
media, e.g., pharmaceutical tablets, aerogels, zeolites and ceram-
ics, are in good ventilation condition with ambient air. Thus, the
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enclosed water vapor or oxygen concentrations are generally the
same as the ones for ambient air. For these porous media, people
are more interested in their porous structures, e.g., porosity and
pore size distribution [359], which determine the physical prop-
erties [360, 361], such as toughness, insulation, and permeability
[362].

The two main methods which can measure the porosity and
pore size of porous media, are the mercury intrusion porosimetry
[363–366] and the gas adsorption porosimetry [367–370]. Other
techniques such as thermal porosimetry [371], scanning electronic
microscopy [372], light scattering methods [27], and X-ray tomog-
raphy [373], are also used in some applications. The gas adsorp-
tion porosimetry can only measure the surface area with pore size
from sub-nanometer up to 100 nm, while the mercury intrusion
porosimetry can measure pore sizes up to 500 µm. A disadvan-
tage of mercury intrusion porosimetry is that the sample may be
destroyed due to high pressure [366]. As pointed out by Rou-
queroll, there is generally no method which can measure the ab-
solute porosity and pore size; each method has its own limitations
[359]. In this thesis work, we have investigated the possibility to
use optical methods to perform porosimetry studies on, e.g., ce-
ramic samples, based on the combined methods of the GASMAS
technique and the pathlength determination methods.

5.4.1 Optical porosity

In Sect. 5.3.2, we have pointed out that the pathlength measure-
ment techniques can only measure the MOPL. Actually, GASMAS
is the only method which can give the mean pathlength through
the embedded gas in the porous media, if the gas concentration
in the sample is known. For instance, gas concentration in the
sample is the same as the one of ambient air, which is frequently
used as the reference. In this case, the pathlength through the
matrix material can be retrieved if the refractive index is known,
as shown in Eq. (5.3). We then could define an optical porosity
as the ratio between the pathlength through gas and the physical
mean pathlength (Lpm) [324]:

Lpm =Lgas + Ls, (5.4a)

φOP =Lgas/Lpm. (5.4b)

Based on the optical porosity, we could also simply give the effec-
tive refractive index, which is also a priori parameter to retrieve
the optical properties, as below:

neff =
c

Lpm/(Lm/c)
=

Lm

Lpm
= (1− φOP)ns + φOPnair. (5.5)

Here nair is the refractive index of air. Clearly, the value of optical
porosity highly depends upon the physical porosity, the structures
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Figure 5.6. Effective refractive in-
dices for alumina oxide porous ce-
ramic samples obtained from the
measured results, the Looyenga
model and the modified Looyenga
model (MLM), from Paper VII.
The studied porous ceramics are
made of alumina oxide by sin-
tering the powder (0.5 µm and
2.0 µm) for 48 hours at 1700◦C.
The porous ceramics with porosity
smaller than 70% are made of 0.5
µm Al2O3 powder, while the oth-
ers are made of 2 µm powders.

and refractive index of the matrix (skeletal) material. The value of
the optical porosity can give significant information on the struc-
ture of the porous medium. However, to find out the connections
between optical and physical porosity is still a challenging task,
which has not been fully understood. We now try to deduce an
empirical formula based on the effective refractive index of the
porous medium.

There are several models describing the relationship between
the effective refractive index and the physical porosity, based on
the effective medium model [374], e.g., the Bruggeman approx-
imation [375], the Maxwell–Garnett mixing rule [376] and the
Looyenga formula [377]. The Looyenga model (LM) is formulated
as

n
2/3
eff-LM = (1− φV )n2/3

s + φVn
2/3
air . (5.6)

Here φV is the physical porosity or volume porosity. Generally,
all these models do not consider multiple scattering, and are thus
not suitable for turbid media. In order to connect the optical and
physical porosities, we propose a modified Looyenga model (MLM)
as given below

n
2/3
eff-MLM = (1− φV)γn2/3

s + φVn
2/3
air . (5.7)

Here γ is a factor taking into account the scattering effect. Clearly,
the optical and physical porosities are now connected through Eqs.
(5.5) and (5.7). The empirical factor γ can be retrieved experimen-
tally for individual material.

Actually, apart from the effective refractive index models men-
tioned above, another frequently used approximated model is the
two-state model:

neff-2-state = (1− φV)ns + φVnair. (5.8)

It is a very interesting observation that the effective refractive
index of scattering media also follows the two-state model but
with optical porosity instead of physical porosity.

5.4.2 Ceramic studies

In the present thesis work, the optical porosities of ceramics were
studied by the combined method of the FDPM and the GAS-
MAS techniques, and the connections between optical and phys-
ical porosities are studied, as demonstrated in Paper VII. The
ceramic samples studied are Al2O3 porous ceramics with pore size
of around 200 µm,5 and with physical porosities in the range 5 Microporous: <2 nm, Meso-

porous: 2-50 nm, Macroporous:
>50 nm.

between 25% and 80%.
Figure 5.6 shows the effective refractive index given by different

approaches. As can be seen, a nonlinear relationship between the
physical porosities and the effective refractive indices is observed.
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5.5 Discussion

In other words, the optical and physical porosities have nonlinear
relationship since the effective refractive index is a linear function
of optical porosity. As can be seen from Fig. 5.6, the MLM success-
fully connects the optical and physical porosities. The agreement
between the optical porosities obtained for ceramics with differ-
ent pore sizes (see Ref. [324] and Paper VII) indicates that the
relationship between optical and physical porosities could be inde-
pendent of the pore size, as long as the pore size is not significantly
smaller than the wavelength.

The reduced scattering coefficients for the ceramic samples with
porosity smaller than 70% are substantially lower than others; see
Paper VII. However, the effective refractive indices of all these
samples fit very well with the same γ factor. This indicates that
the γ factor does not really depend on the scattering coefficient
in the case of highly diffusive media. However, if the scattering
is too weak or even absent, the value of γ would approach 1, and
Eq. (5.7) transfers into Eq. (5.6). From the experimental results,
we can conclude that the γ factor is mainly dependent upon the
refractive index of the matrix material for the highly scattering me-
dia. Further studies regarding optical and physical porosities with
different materials would definitely increase the understanding of
such a relationship.

5.5 Discussion

In the previous sections, three different approaches are presented
to retrieve the absolute gas concentration in turbid media. Each of
the methods has its own specific advantages, but also with short-
comings. Depending upon applications, the appropriate approach
should be selected.

The pathlength calibration method is very efficient for food
packaging measurements if the saturated water vapor concentra-
tion is satisfied. However, this method may be restricted to mea-
sure oxygen, which has very close absorption lines to the strong
water absorption lines. In industrial applications, one is also inter-
ested in measuring the concentration of CO2, the strong absorption
lines of which are around 2.05 µm. Thus, it would be difficult to
measure the CO2 concentration using the pathlength calibration
method since the pathlength discrepancy for the absorption lines is
now quite large.6 However, in this case, the scattering for 2.05 µm6 The water vapor absorption

wavelengths are much shorter, e.g.,
820 nm, 935 nm, and 1.4 µm.

is generally much weaker, which means that the MOPL value may
give an even better approximation for the gas absorption path-
length compared with the wavelength of 760 nm. This indicates
a good possibility to use the second approach, e.g., the FDPM
method, to measure the MOPL value with promising results ex-
pected. Currently, such a project is ongoing in our group.

The pathlength independent GASMAS method can be applied
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in many applications, but the SNR must be high even for the strong
attenuating scattering media. The simplest way of obtaining a
higher SNR is to increase the output power of the laser or select a
strong absorption line. In practice, it is of great importance to use
strong absorption lines in GASMAS applications, since the path-
length is not significantly long to obtain high sensitivity. However,
one should also carefully consider the line broadening and shift
coefficients. For instance, the absorption line of water vapor in the
1.4-µm band, which has much stronger absorption cross-section
compared with the one at other wavelengths, could be a good op-
tion for the pathlength independent GASMAS application. As
shown in Table 5.1, it also gives much larger pressure broadening
and shift coefficients.

The combined method of the pathlength measurement tech-
niques and the GASMAS techniques also shows a great potential
for porosimetry studies and light propagation studies in porous
media. From the technique point of view, the best approach is to
combine the FDPM and the GASMAS techniques, since the FDPM
technique can be more easily integrated compared with TOFS, and
it has a higher SNR than that of the FMLSI technique.
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Chapter 6

Conclusion and Outlook

This thesis has demonstrated several approaches in solving the
problem of unknown pathlength for absorption spectroscopy in
turbid media.

The unknown gas absorption pathlength in turbid media is
a very critical issue for the GASMAS technique, preventing suc-
cessful measurement of absolute gas concentration. In this thesis
work, mainly two different types of approaches are proposed, i.e.,
pathlength determination using the FDPM and the FMLSI tech-
niques, and pathlength independent gas absorption spectroscopy.
The first approach, seamlessly combining the pathlength measure-
ment methods and the GASMAS technique, provides the possi-
bility to obtain an average gas concentration, and enables non-
intrusive porosimetry studies for porous media. In future work,
the combination method could be developed to on-line gas moni-
toring in the application of, e.g., food packaging, where the total
pathlength through the turbid media could give a good approx-
imation on the gas absorption pathlength. The applications to-
wards porosimetry studies are of great interest for characterizing
structure of porous media, such as ceramics and aerogels. On the
other hand, the combination method also shows great potential for
studying light propagation in porous scattering media. This has
not been thoroughly developed in the present thesis work; however,
further studies on uniform porous samples with different charac-
teristics should be performed to hopefully increase the knowledge
on light propagation in porous media.

The pathlength independent gas absorption spectroscopy seems
to be the only method so far which can measure the absolute gas
concentration in porous media without any approximation. This
method should definitely be developed in future work, especially
when the SNR is not a limitation. The great advantages of moni-
toring gases without any readily available absorption lines should
be fully utilized, e.g., Ar and N2 concentration measurements. On
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the other hand, this feature can always be used to retrieve con-
centrations of additional gases apart from the gases of interest.
Notably, high sensitivity cannot be expected.

The FMLSI technique, utilizing a coherent tunable light source
and examining the intensity fluctuation through scattering sam-
ples, provides a new possibility of light propagation studies in tur-
bid media. The highlights of the FMLSI technique, compared with
the traditional methods, are the system simplicity and the possibil-
ity of simultaneously retrieving dynamics and structure of turbid
media. In this work, we mainly focus on the assessment of the
optical properties – reduced scattering coefficient and absorption
coefficient. Future work could be the applications of the FMLSI
technique in various turbid media, e.g., dairy products, human
tissues, and colloidal suspensions in general. On the other hand,
the FMLSI technique should also be further developed to study
the dynamics and structure of turbid media for, e.g., food safety
applications.
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Appendix A

Interference

The interference signal between the signal waves with TOF τi and
the reference wave is given as

Ii(t) = IiDC +Aref

∑
Ai,jsig cos

[
2πβτit+ θi,jdiff

]
︸ ︷︷ ︸

Bi
sig(t)

.
(A.1)

The beat signals included in the summation function can be
expanded as

Bisig(t) =
∑

Ai,jsig cos (2πβτit) cos
(
θi,jdiff

)
−
∑

Ai,jsig sin (2πβτit) sin
(
θi,jdiff

)
= cos (2πβτit)

∑
Ai,jsig cos

(
θi,jdiff

)
︸ ︷︷ ︸

X

− sin (2πβτit)
∑

Ai,jsig sin
(
θi,jdiff

)
︸ ︷︷ ︸

Y

.

(A.2)

Define Cisig as

Cisig
2 =X2 + Y 2

=
[∑

Ai,jsig cos
(
θi,jdiff

)]2
+
[∑

Ai,jsig sin
(
θi,jdiff

)]2
=
∑

Ai,jsig
2 cos2(θi,jdiff) +

∑
j 6=k

Ai,jsigA
i,k
sig cos

(
θi,jdiff

)
cos
(
θi,kdiff

)
+
∑

Ai,jsig
2 sin2(θi,jdiff) +

∑
j 6=k

Ai,jsigA
i,k
sig sin

(
θi,jdiff

)
sin
(
θi,kdiff

)
=
∑

Ai,jsig
2 +

∑
j 6=k

Ai,jsigA
i,k
sig cos

(
θi,jdiff − θ

i,k
diff

)
.

(A.3)
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Equation (A.2) can ben rewritten as

Bisig(t) =Cisig

(
X

Cisig
cos (2πβτit)−

Y

Cisig
sin (2πβτit)

)
=Cisig cos

(
2πβτit+ θidiff

)
.

(A.4)

Here θidiff is given by

tan(θidiff) =
Y

X
=

∑
Ai,jsig sin

(
θi,jdiff

)
∑
Ai,jsig cos

(
θi,jdiff

) . (A.5)

If the phase term θi,jdiff varies randomly with time, the ensemble
average of Cisig

2 can be given as

〈
Cisig

2
〉

=

∫ ∑Ai,jsig
2 +

∑
j 6=k

Ai,jsigA
i,k
sig cos

(
θi,jdiff − θ

i,k
diff

) dt

=
∑

Ai,jsig
2.

(A.6)
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Figure B.1. Schematic of the DLS
technique.

Appendix B

Dynamic Light Scattering

Here we will give a theoretical description of the dynamic light
scattering (DLS) technique when examining particles undergoing
Brownian motion. For even more detailed description, the reader
is referred to the book written by Berne and Pecora [26]. Based
on the first Born approximation, that the light field inside the
scattering volume is constant and is equal to the incident light
field, the amplitude of the incident light field for all particles can
be written as [378]

Ein(rn(t), t) = E0 exp [i (kirn(t)− ω0t)] . (B.1)

Here rn(t) gives the position of the particles. According to the
Rayleigh scattering theory, a spherical light wave with the same
frequency would be produced by the induced dipole. The scattered
light originating from N independent particles in a given volume
V detected at R, can be given as (see Fig. B.1)

Es(t) ∝ E0

N∑
n=1

exp [ikirn(t)]
exp (i |ki| |R− rn(t)|)

|R− rn(t)| . (B.2)

With the far-field approximation, i.e., |R| >> |rn(t)|, we then
have

|R− rn(t)| ≈R− rn(t)
ks

|ks|
, (B.3)

1

|R− rn(t)| =
1

R

1√
1 + r2

n(t)/R2 − 2Rrn(t)/R2

≈ 1

R

1√
1− 2Rrn(t)/R2

≈ 1

R

[
1 + 2Rrn(t)/R2

]
.

≈ 1

R

(B.4)
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Since |ki| ≈ |ks|, Eq. (B.2) can then be rewritten as

Es(t) ∝ E0
exp(ikiR)

R

N∑
n=1

exp [iqrn(t)] . (B.5)

Here q is the scattering vector, given by

q = ks − ki. (B.6)

Thus,
q = 2ki sin(θ/2). (B.7)

The normalized electric field amplitude autocorrelation func-
tion, which is often referred to as the first order autocorrelation
function, is written as

g(1)(τ) =
〈E∗s (t)Es(t+ τ)〉
〈E∗s (t)Es(t)〉

=
1

N

〈∑
m,n

exp [iq(rm(t+ τ)− rn(t))]

〉
.

(B.8)

Since the particles move independently, correlations between the
displacements of different particles vanish. Considering that all
particles are governed by the same statistics, and letting r(0) = 0
(t = 0), Eq. (B.8) can be written as

g(1)(τ) = 〈exp[iqr(τ)]〉 = F (q, t). (B.9)

The value of 〈exp[iqr(τ)]〉 depends upon the probability density
(ψ(r, t)) of the particles. F (q, t) can be calculated as the ensemble
average in a volume V :

F (q, t) =

∫
V

ψ(r, t) exp[iqr(t)]d3r. (B.10)

Equation (B.10) indicates that the average value is actually the
Fourier transform of the probability density function. Consider-
ing particles undergoing Brownian motion, the probability density
function satisfies the following diffusion equation:

DB∇2ψ(r, t) =
∂

∂t
ψ(r, t). (B.11)

The diffusion constant DB can be given by the Stokes-Einstein
relationship. Applying the Fourier transform on the partial differ-
ential equation, Eq. (B.11) gives

DBq
2F (q, t) =

∂

∂t
F (q, t). (B.12)

The solution of the above equation can be simply given by

F (q, t) = exp(−DBq
2t). (B.13)
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Thus, the first order autocorrelation function can be rewritten
as

g(1)(τ) = exp(−DBq
2τ). (B.14)

The power spectrum of the detected light intensity is then the
Fourier transform of the autocorrelation function, which gives

S(1)(f) =Re

[∫
g(1)(τ) exp(−i2πfτ)dτ

]
∝ 1

πf0

1

1 + (f/f0)2
.

(B.15)

Here f0 = DBq
2/2π is the linewidth of the Lorentzian line shape.

In the above discussion, the electric field amplitude is examined,
which can be experimentally obtained by employing a heterodyne
detection scheme. For the frequently used homodyne detection,
only the intensity autocorrelation, which is often referred to as the
second-order autocorrelation, is available. However, similar results
can still be obtained:

g(2)(τ) = 1 +
∣∣∣g(1)(τ)

∣∣∣2 . (B.16)

The power spectrum is given by

S(2)(f) ∝ 1

π2f0

1

1 + (f/2f0)2
. (B.17)
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Comments on the Papers

I Gas spectroscopy and optical path-length assessment
in scattering media using a frequency-modulated
continuous-wave diode laser
L. Mei, H. Jayaweera, P. Lundin, S. Svanberg, and G. Somes-

falean

A frequency-modulated continuous-wave diode laser is
utilized as the light source of a Mach-Zehnder interferometer
to measure the optical pathlength through scattering media.
The water vapor absorption inside the porous polystyrene
foams is also studied by using the same diode laser. The
combination method provides the possibility to study the
gas concentration of porous media using a compact and
cheap setup.

Hiran Jayaweera and I initiated the project. I was
later in charge of the experimental work, and finished the
measurements. I programmed the control software, did the
data analysis, and wrote the manuscript draft.
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II Characterization and validation of the frequency-
modulated continuous-wave technique for assess-
ment of photon migration in solid scattering media
L. Mei, P. Lundin, S. Andersson-Engels, S. Svanberg, and

G. Somesfalean

This work was aimed at characterizing and validating
the frequency-modulated continuous-wave technique, and
comparing with the results obtained by time-of-flight spec-
troscopy. The theoretical aspects of the technique were also
carefully studied, and the origin of the spikes superimposed
on the power spectrum was also investigated.

I was in charge of the experimental work. I programmed
the control software, did the data analysis, and wrote the
manuscript draft.

III Frequency-modulated light scattering in colloidal
suspensions
L. Mei, S. Svanberg, and G. Somesfalean

This work was the first time to test the frequency-modulated
continuous-wave technique in liquid media, where both light
scattering and Doppler shifts resulting from the scattering
particles undergoing Brownian motion were studied. The
technique is referred to as frequency-modulated light scat-
tering interferometry (FMLSI). The optical properties and
Brownian motion of the liquid phantom samples made from
Intralipid and India ink were studied. The FMLSI technique
showed good linearity and reproducibility.

I pursued the experimental work, programmed the data
acquisition software, did the complicated data analysis and
wrote the manuscript draft.
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IV Frequency-modulated light scattering interferome-
try employed for optical properties and dynamics
studies of turbid media
L. Mei, G. Somesfalean, and S. Svanberg

This work was aiming at developing a fiber based fre-
quency modulated light scattering interferometry system
for light propagation studies in general. With the fiber
configuration, the optical properties and Brownian motion
could be studied with different measurement geometries. In
this paper, both liquid phantom samples made of Intralipid
and static turbid media (polystyrene foam) were studied.
The promising results demonstrated a great potential to use
the present method for various applications.

I designed the system, did the measurements and data
analysis. I wrote the manuscript draft.

V Combined optical porosimetry and gas absorption
spectroscopy in gas-filled porous media using diode-
laser-based frequency domain photon migration
L. Mei, S. Svanberg, and G. Somesfalean

This work combined the frequency domain photon mi-
gration (FDPM) method which was widely used in the
biomedical field, and the gas in scattering media absorption
spectroscopy (GASMAS) technique into a single setup.
The total pathlength through the porous medium was
measured by the FDPM method, while the absorption signal
was obtained through the GASMAS technique. Such a
combination system could not only provide the possibility to
retrieve gas concentration in porous media, but also enable
porosimetry studies for porous media in general.

I designed the measurement system and software pro-
gram, performed the measurement and data analysis, and
wrote the manuscript draft.
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VI Optical porosimetry in wood using oxygen absorp-
tion spectroscopy and frequency domain photon
migration
L. Mei, J. Larsson, S. Svanberg, and G. Somesfalean

This work utilized the frequency domain photon mi-
gration (FDPM) method and gas in scattering media
absorption spectroscopy (GASMAS) technique to study the
porosity of wood material, specifically pine and balsa wood
samples.

I took part in the measurements, performed the data
analysis and wrote the manuscript draft.

VII Light propagation in porous ceramics: optical prop-
erties and porosity studies using tunable diode laser
spectroscopy
L. Mei, G. Somesfalean, and S. Svanberg

This paper was to utilize the combination method of
frequency domain photon migration (FDPM) method and
gas in scattering media absorption spectroscopy (GASMAS)
technique to study the porosities of ceramics made of alu-
minum oxide powder. The optical porosities, defined as the
ratio of the gas absorption pathlength and total pathlength,
were investigated for porous ceramics with different physical
or volume porosities. The relationship between optical and
physical properties was investigated and connected through
a modified effective refractive index model.

I was in charge of the project, I did the measurements
and data analysis, and made the program. I wrote the
manuscript draft.
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VIII Laser spectroscopic gas concentration measurements
in situations with unknown optical path length
enabled by absorption line shape analysis
P. Lundin, L. Mei, S. Andersson-Engels, and S. Svanberg

This paper demonstrated for the first time how to re-
trieve the gas concentration, potentially in scattering porous
media, without knowing the gas absorption pathlength,
based on the gas absorption line shape analysis. Gas mix-
tures with different concentrations of oxygen and nitrogen
were investigated by studying the water absorption line
shape around 935 nm.

I participated in the experimental work and data analy-sis,
and I also contributed to the manuscript.

IX Pathlength determination for gas in scattering
media absorption spectroscopy
L. Mei, G. Somesfalean, and S. Svanberg

This paper was to review the efforts during the recent ten
years to solve the problem of unknown gas absorption path-
length in gas in scattering media absorption spectroscopy
(GASMAS) applications. Three different approaches
were summarized, i.e., calibrating the pathlength with
another gas, measuring the total pathlength through the
porous media using another techniques, and retrieving the
gas concentration based on absorption line shape analysis.
The perspectives for the different approaches were discussed.

I wrote the manuscript draft and prepared most of
the figures.
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