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Abstract

The work within this thesis investigates Photodynamic therapy
and Fluorescence imaging for therapeutics and visualization of
deeply embedded lesions.

Photodynamic therapy (PDT) is a cancer treatment modality
that can eradicate tumors when light, a photosensible drug and
oxygen are present. In recent decades there has been an interest
in adapting this modality to deep-seated solid tumors. This re-
quires the use of interstitially placed fibers for light delivery. The
technique has been shown to be safe with minor complications but
the treatment outcome show substantial inter- and intra-patient
variations. This is inherited from the intrinsically complex inter-
actions between the three components. In order to find a remedy
to these problems dosimetry is needed. PDT-dosimetry adheres
to the determination of parameters such as treatment time and
light source positions in order to induce treatment response in the
target volume, while sparing healthy tissue.

In this thesis a dosimetry scheme for interstitial PDT (IPDT)
of prostate cancer has been developed. It was implemented on an
instrument utilizing 18 optical fibers for light delivery and moni-
toring. Measurements are performed before, during and after PDT
in order to evaluate the optical properties. The calculation of a
light dose, based on these properties, allows patient-specific and
realtime treatment dosimetry. Experimental validation of the in-
strument and dosimetric tools confirmed the capability to tailor
a light dose to a specific target volume as well as compensate for
potential variations in the light propagation. The same rationale
was applied in a clinical trial incorporating four patients. A find-
ing from the trial was that the patients were subject to under-
treatment. One postulated explanation is that local absorbers and
heterogenous tissue in the vicinity of the fibers will decrease the
therapeutic light power. In addition the threshold dose, i.e. the
light dose required for tumor eradication, was too low. This was
also confirmed in a pre-clinical canine study where the light-dose
was escalated.

The dosimetry scheme above only takes light into account.
Work within the thesis has also been devoted to extend the dose

v



Abstract

model so that the concentration of the photosensible drug can be
included. A method has been implemented that relies on the drug
fluorescence in order to assess the spatial and temporal distribu-
tion, in connection to prostate-PDT. The feasibility was concluded
in an experimental study. The method has also been applied to
data from the clinical trial. Initial work has also been performed
using another approach to dosimetry. During treatment the drug
concentration can decrease, referred to as photobleaching. The
photobleaching rate is dependent on several factors such as light
and oxygen. Hence by assessing the photobleaching throughout
the target volume treatment assessment can potentially be per-
formed. This was investigated with measurements acquired from
the clinical trial. Potential correspondence between treatment as-
sessment using MRI, two weeks post-PDT, and the photobleaching
dose is discussed.

The determination of the drug distribution within the prostate
using fluorescence can be referred to as fluorescence enhanced diff-
use optical tomography (FDOT). Another vast field of research
where such methods are applied, is the study of fluorescent com-
pounds inside small animals. Then, measurements are performed
on the surface of the animal followed by the execution of a theo-
retical reconstruction method, called an inverse model. Two ap-
proaches have been taken with the common goal to improve tomo-
graphic fluorescence imaging.

By acquiring fluorescence measurements in several spectral
bands, means arise for localization of several fluorophores simulta-
neously inside the body. The problem is that the theoretical calcu-
lation is challenging and requires ample amount of computational
power. In order to alleviate this problem a tomographic imag-
ing algorithm was implemented that decrease the computational
burden. Another method, also relying on multispectral measure-
ments, was developed with the intent to increase the robustness of
the theoretical problem. Experimental work on optical phantoms
has been performed to verify these methods.

A problem in fluorescence imaging and tomography is the
ever present autofluorescence arising from the tissue, surrounding
a fluorophore. This problem was targeted using upconverting
nanocrystals as fluorescent agents. In these nanocrystals, fluo-
rescence is emitted at a shorter wavelength, compared to the exci-
tation light. Autofluorescence, on the other hand, will be induced
as normal, i.e. at longer wavelengths. Hence, autofluorescence-
free imaging can be performed due to the spectral separation be-
tween the auto- and nanocrystal fluorescence. This was verified in
both transillumination imaging and FDOT within an experimental
phantom study.
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Populärvetenskaplig
sammanfattning

Den här avhandlingen handlar om metoder som syftar till att av-
bilda och behandla cancertumörer djupt inuti kroppen med hjälp
av ljus.

Fotodynamisk terapi är en metod som bygger p̊a att ljus, syre,
samt ett ljuskänsligt läkemedel interagerar och ger upphov till syr-
eradikaler. Dessa kan i sin tur reagera med vävnaden och d̊a
uppst̊ar celldöd, s.k. nekros. Fotodynamisk terapi är vanligt
förekommande inom behandling av exempelvis hudcancer. Det
ljuskänsliga ämnet, som kallas fotosensibiliserare, brukar även ha
en annan egenskap, nämligen att den fluorescerar. Denna process
sker d̊a läkemedlet belyses med ljus av en viss färg. Detta ljus
absorberas av ämnet och avges sedan som ljus med en annan färg.
I samband med t.ex. behandling av hudcancer kan man använda
sig av fluorescens för att lokalisera läkemedlet. Vanligtvis kallas
denna metod för fluorescensdiagnostik.

Det finns flera fördelar med fotodynamisk terapi. Till skill-
nad fr̊an str̊alningen i radioterapi är ljus helt ofarligt för kroppen.
Detta gör att en patient kan behandlas vid flera tillfällen efter-
som biverkningarna är sm̊a. Vid radioterapi finns det en risk att
man ger för mycket str̊alning, vilket gör att vävnaden kan ta skada
vid upprepad behandling. En annan fördel är att läkningen efter
fotodynamisk terapi är mycket god.

P̊a senare år har intresset för att behandla tumörer inuti krop-
pen med fotodynamisk terapi ökat. Dock är ljusets förm̊aga att
penetrera vävnad är ganska begränsad. Därför används optiska
fiber som sticks in i kroppen med hjälp av n̊alar. Fibrerna kopplas
till en ljuskälla och leder sedan in ljuset till den plats i kroppen
där behandling skall ges. Metoden kallas interstitiell fotodynamisk
terapi (IPDT).

Ett instrument för IPDT-behandling har utvecklats. Detta in-
strument kan dels leverera ljus genom flera fibrer men även mäta
ljus-transmissionen mellan fibrer när dessa är placerade inuti krop-
pen. Genom att göra dessa transmissions-mätningar med m̊anga
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färger f̊as information om syresättningen inuti vävnaden. Dessu-
tom mäts fluorescens fr̊an läkemedlet. Mätningarna utförs dels före
men även under behandling. Dessa gör det möjligt att specificera
behandlingsparametrar för varje individuell patient. Dessutom kan
ljusutbredning, syresättning samt läkemedlets fluorescens monitor-
eras under behandlingens g̊ang. Om dessa ändras kan det leda till
ineffektiv behandling. Med detta i åtanke utvecklades en teoretisk
metod för att kompensera för ändringar av behandlingsljusets ut-
bredning. Instrumentet har använts i en klinisk studie där fyra
personer med prostatacancer har genomg̊att IPDT. Målet var att
behandla hela prostata men behandlingseffekt upptäcktes enbart i
delar av organet.

Stort fokus har s̊aledes lagts p̊a vidareutveckling av metoden
ovan. Läkemedlets distribution inuti vävnaden kan variera. Detta
kan s̊aledes p̊averka behandlingseffekten. För att uppskatta detta
läkemedlets spatiella variation görs fluorescensmätningar fr̊an flera
olika positioner inuti behandlingsvolymen. Mätningarna jämförs
sedan med en matematisk modell där fluorescensens utbredning
beräknas teoretiskt. Distributionen av fotosensibiliseraren f̊as när
den matematiska modellen och mätningarna stämmer överens.
Genom att kompensera för varierande fotosensibiliserare är v̊ar
förhoppning att behandlingsresultatet kan förbättras.

Det finns andra tillfällen d̊a ett fluorescerande ämne skall
lokaliseras. Ett exempel är avbildning av möss i djurstudier där
man försöker undersöka hur t.ex. ett läkemedel tas upp av olika
organ. Om man fäster ett fluorescerande ämne p̊a läkemedlet kan
detta hittas genom att söka efter fluorescens. Eftersom läkemedlet
finns inuti djuret m̊aste man ta till sofistikerade avbildningsme-
toder för att kunna återskapa vad som finns p̊a insidan. Detta
kallas fluorescens-tomografi eftersom det p̊aminner om vanlig to-
mografi, dock med användandet av fluorescensljus istället för
röntgenstr̊alning. Metoder för att göra tomografiska avbildningar
med hjälp av fluorescens har undersökts inom ramen för denna
avhandling.

En tomografisk avbildning görs genom att svepa en ljuskälla till
olika positioner p̊a t.ex. djurets mage. Samtidigt mäts fluorescens
vid olika positioner p̊a djurets rygg. Mätningarna anpassas till
en matematisk modell som beskriver fluorescensljusets utbredning
inuti djuret. När modellen och mätningarna stämmer överens f̊as
distributionen av det fluorescerande ämnet inuti djurets kropp.

Avhandlingsarbetet, har inom detta omr̊ade, syftat till att vi-
dareutveckla denna metod. Tv̊a olika fall har studerats. Det
första fallet syftade till att göra det möjligt att studera olika fluo-
rescerande ämnen som befinner sig inuti djuret samtidigt. Genom
att inkludera fler fluorescensmätningar med olika färg kan den to-
mografiska bilden blir n̊agot bättre. Detta är generellt ett problem
som kräver mycket datorkraft. Därför utvecklades en metod som
kunde lösa dessa problem men fortfarande med hjälp av en vanlig
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hemdator.
I det andra fallet användes nanopartiklar som fluorescerar p̊a

ett karaktäristiskt sätt. Ett vanligt problem är att vävnaden ocks̊a
fluorescerar, vilket stör ljuset fr̊an det som skall underökas. Med
nanopartiklarna kan detta undvikas.

Sammanfattningsvis har arbetet som presenteras i denna
avhandling haft prägel av teoretiska, experimentella samt kliniska
aspekter.
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Chapter 1

Introduction

Cancer is the second most common cause of death in the world,
next after cardiovascular diseases [1]. Estimates for 2008, from
the World Health Organization (WHO), show that 8 million
patients died due to cancer whereas 12 million new cases were
diagnosed [2]. Indications with the highest incidence are shown
in Figure 1.1. Furthermore, in 2030 WHO predicts that more
than 20 million new cases are diagnosed [2]. To manage the
cancer burden, efforts are needed in order to improve prevention,
diagnosis and treatment of malignant diseases [2].

The work presented in this thesis exploits optical techniques in
order to improve diagnosis and treatment of cancer. More specifi-
cally fluorescence imaging (FI) and photodynamic therapy (PDT)
are investigated for imaging and therapy of deep-seated lesions.

Figure 1.1. Estimated rates of incidence and death globally of different
cancer indications, from Globocan 2002 [3].
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1.1 Modern clinical diagnosis and therapy

Before these two optical techniques are introduced a short sur-
vey of the current state-of-art in clinical diagnosis and therapeutics
is given below.

1.1 Modern clinical diagnosis and therapy

Tumor growth is initiated by abnormal mutation of cells and as
neoplasia evolves the tissue structure will be affected [4]. A key as-
pect in cancer control, is the early detection and staging of neoplas-
tic tissues. The probability for successful treatment is increased
when therapeutic schemes are mobilized at an early stage of cancer
progression [2]. Current techniques, with the intent to image these
morphological changes, include X-ray, computerized tomography
(CT), ultrasound (US), and magnetic resonance imaging (MRI) [5].

The abnormal tissue growth is controlled by cellular mecha-
nisms that alter the physiology, or function, of the tissue. Current
techniques, capable of image these changes, include positron emis-
sion tomography (PET) and single photon emission computed to-
mography (SPECT). An example is imaging of tracer compounds,
attached to a biomarker. Many cancer cells show increased up-
take of glucose. By attaching a radioactive isotope to a glucose
analogue, that accumulates in malignant tissues, tumor-specific
contrast can be retrieved [5]. Hence, the imaging targets include
cellular and molecular processes, normally referred to as molecu-
lar imaging (MI). Both anatomical and molecular imaging tech-
niques are applied after therapy in order to assess the treatment
response [2].

In recent years, multimodality schemes have become more
frequently used. Then, anatomical images are complemented with
images of molecular events. This approach has rendered sub-
stantial improvements of cancer diagnosis as well as therapeutic
assessment [2].

Treatment rationales rely to a large extent on surgery, chemother-
apy and radiotherapy. The latter include techniques where
ionizing radiation is employed, e.g. external radiation therapy
(EBRT) and brachytherapy (BT) [6, 7]. The highly energetic
radiation is a risk factor for cancer which potentially can induce
neoplasia. Hence the absorbed dose in healthy tissue should be
limited whereas the dose within the tumorous volume should
be sufficiently high [8]. In other words, dosimetry is of ample
importance. Improvements in treatment-planning have been
reported during the recent decade where the imaging techniques,
mentioned above, are used to define the target volume for the
therapeutic session. This is referred to as image-guided radiation
therapy (IGRT) [9].

In analogy with MI, targeted cancer therapy (TCT) relies on
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the use of the biomarkers that accumulates in malignant tissue [10].
Instead of an imaging probe, a pharmaceutical is attached with the
intent to render localized response. This modality has so far shown
limited effect on complex solid tumors [10].

Although substantial improvements of current diagnostic and
therapeutic rationales have been achieved during recent years,
there are few malignancies that can be completely cured. The
most devastating example is pancreas cancer with a 5 year sur-
vival rate of less than 5% [2]. Hence there is a need for additional,
or complementary, treatment modalities. Furthermore, there is a
need to find cellular cancer targets in order to improve targeted
and tumor-specific treatments.

1.2 Optical diagnosis and therapy

In the beginning of the 20th century, Raab discovered the single-
cell organisms, paramecia, were killed when exposed to a combi-
nation of light and an organic compound, acridine [11]. He pos-
tulated that this was related to the energy transfer occurring in
chlorophyll, i.e. the energy transfer from light to the chemical
compound. In 1907, Tappeiner demonstrated that oxygen was re-
quired for the process to occur [12]. He defined the phenomenon as
the dynamic interaction among light, a photosensitizing agent and
oxygen resulting in tissue destruction, naming it ”photodynamic
action”.

Another class of compounds that have shown the possibility
to induce photodynamic action are the porphyrins. Meyer-Betz
was the first to report on human photosensitization, in 1913. He
injected himself with hematoporphyrin which resulted in pain and
swelling of the skin when exposed to light [13].

In addition to the photodynamic action, the porphyrins also
evidence more pronounced localization in tumors. This was discov-
ered in 1924 by Policard [14]. He observed red fluorescence from a
rat tumor when illuminating with UV light. Consequently, efforts
trying to identify compounds that had tumor-seeking properties
were initiated. In 1955, Schwartz concluded that the compound
hematoporphyrin was a mixture of several substances. Lipson et
al. later isolated one of these and reported on improved tumor-
selectivity as compared to the original mixture [15]. The isolated
compound is called Hematoporphyrin Derivative (HpD). Following
this work, HpD became a well studied agent for localization of ma-
lignant neoplasia employing fluorescence imaging, see e.g. [16, 17].
We note that due to the tumor-selectivity of some photosensitizers,
these agents can be categorized as molecular imaging probes.

A major milestone was reached when Dougherty et al. re-
ported on complete tumor response in animal tumor models in
1975 [18]. This work showed that successful, and selective, tumor
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treatment could be obtained when utilizing HpD and red light il-
lumination 24-48 hours post drug-administration. With this ratio-
nale, Dougherty et al. later initiated a clinical trial where various
superficial indications were targeted [19]. Today, PDT is approved
for numerous indications.

PDT holds some advantages compared to radiotherapy [20].
Light is non-ionizing, hence there is no cumulative toxicity which
is the case in therapeutics with ionizing radiation. This fact allows
repeated treatments of e.g. recurrent malignancies. Furthermore
some photosensitizers have the important property to selectively
accumulate to a higher degree in tumors. Another important fea-
ture of PDT is that healing after treatment is excellent. The
photodynamic action spares collagen which is the main compo-
nent in connective tissues [21]. Most photosensitizing agents are
fluorescent. This is exploited, as above, for tumor localization but
also for assessment of treatment progression.

A disadvantage of PDT may be the short penetration depth
of light. In order to remedy this problem a new generation of
photosensitizers have been developed throughout recent decades.
These are all activated at longer wavelengths were light is less
attenuated. In addition interstitially placed optical fibers are used
to target solid tumors deeply embedded within the body. When
applying this rationale dosimetry is of ample importance.

In addition to molecular imaging in radiology, mentioned in
Section 1.1, optical molecular imaging is a progressing field of re-
search. Here fluorescence imaging plays an important role since
ample amount of fluorescent agents exist [22]. The common ratio-
nale is to attach fluorophores to target probes which then provides
contrast for a specific cell receptor, cell mechanism or process. An
important application of fluorescence based molecular imaging is
pre-clinical research where small animals are imaged.

As many biological process occur deep inside the body, there is
a need for methods that can reconstruct the internal distribution
of a fluorophore. This method is referred to as fluorescence
enhanced diffuse optical tomography (FDOT) which is explained
in detail in this thesis.

1.3 Aim and Outline of the thesis

Two general aims can be stated

(i) to improve fluorescence imaging and tomography of fluores-
cent agents

(ii) to improve PDT and PDT-dosimetry for treatment of deep-
seated tumors
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The progress towards these goals are detailed in the outline below.

Chapter 2 details the light-tissue interactions occurring when
light propagates through biological media, i.e. scattering,
absorption, fluorescence and photodynamic action.

Chapter 3 is focused on the theoretical aspects of how light prop-
agation is modeled, i.e. the forward model.

Chapter 4 describes different theoretical schemes, i.e. inverse
models, for estimation of the optical properties of the tissue.
These properties provide the foundation for optical diagnosis
and are inherently connected to the light-tissue interactions.

Chapter 5 gives an overview of fluorescence imaging.

The first two parts provide a review of fluorescence imaging
for clinical diagnosis and molecular imaging.

The third part adhere to multispectral measurements of fluo-
rescence and how these measurement can be employed in
the reconstruction of fluorescent inclusions. Essentially two
ways are investigated. In Paper I a multispectral approach
was taken that rendered increased robustness to the theoret-
ical tomographic reconstruction problem. The capability to
image several fluorophores, i.e. multilabeling, was rendered
with the scheme presented in Paper II.

In the fourth part, upconverting nanocrystals employed as
fluorescent agents are introduced. The motivation for using
these particles is that the measurements are not affected by
the background fluorescence. Papers III and IV present the
experimental demonstration of imaging and tomography of
these agents.

Chapter 6 discusses several aspects related to PDT.

In the first part, factors affecting the treatment outcome,
or efficacy, are presented. In Paper V one of these factors,
namely the tumor localization was investigated using a lipo-
somal formulation of the photosensitizer.

The second part holds information about different dose mod-
els that can be adopted with the intent to predict the out-
come.

The third part reviews the current status of PDT for prostate
cancer.

In the fourth part, our efforts towards patient-specific and
realtime dosimetry for interstitial PDT of the prostate is
summarized. An instrument incorporating optical fibers for
light delivery and monitoring has been developed. The in-
strument acquires optical measurements during the thera-
peutic session and these are used to evaluate the treatment
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progression. The dosimetric tools for this evaluation is pre-
sented in Paper VI. Furthermore the rationale was applied
in a clinical trial incorporating four patients. The results are
presented in Paper VII. A finding from the trial was that
the patients were subject to undertreatment. Discussion and
analysis of the cause behind this is included in this part as
well as Appendix D.

The last part introduce the use of tomographic imaging of
photosensitizer distribution inside the prostate. The recon-
struction scheme is presented in Paper VIII. Furhermore,
reconstruction of the temporal variation of the drug, during
treatment, is implemented and discussed in this part.
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Chapter 2

Light-Tissue Interactions

When light propagates in biological media it will interact with the
tissue constituents. The two fundamental interactions are elastic
scattering and absorption which are responsible for determining
the photon distribution within the medium. Following absorption
in a fluorophore, fluorescence is emitted. The fluorescence can
indicate disease and the quantification of fluorophores based on
fluorescence detection is a recurrent theme throughout this thesis.
Fluorescence is naturally occurring but often exogenous probes are
employed to increase imaging contrast. The main advantage with
the exogenous probes is that they can target specific biological and
cellular components, increasing the specificity for e.g. cancer man-

Figure 2.1. Graphical representation of the contents of present chapter.
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Figure 2.2. The influence of
particle size on the reduced
scattering coefficient as predicted
by Mie-scattering theory. µ′s is
normalized with µ′s(λ = 700).

ifold. A special type of exogenous probes are the photosensitizers.
Apart from fluorescence they can also induce photodynamic action
which is the basis for the tumor treatment modality Photodynamic
therapy.
In this chapter the light-tissue interactions will be introduced ac-
cording to the graphical representation in Figure 2.1.

2.1 Scattering

Tissues are composed of cells where the intracellular organelles
and extracellular structures form a complex matrix that macro-
scopically govern the anatomy of the organs. Evidently there exist
numerous of different tissue types each with its own composition
of constituents. For instance connective tissues hold collagen and
elastin proteins whereas muscular tissues are built up by muscle
cells filled with myosin and actin. Irrespective of what tissue is
regarded the origin of scattering is thought to be the same namely
the variation of refractive index within the medium [23]. In ad-
dition the size of the tissue components will affect the scattering.
The size distribution range from nm (proteins) to µm (cells). This
fact has rendered the use of scattering-based diagnostic methods
to probe morphological changes in the tissue [24, 25].

In the theoretical analysis of scattering properties, the tissue
components are assumed to be spherically shaped particles. The
electromagnetic wavepropagation is then modeled within the
framework of Mie theory. The scattering from one sphere can then
be described by the radiation caused by a dipole induced through
the interaction with the incident electromagnetic field [26]. Mie-
theory can very well describe the scattering pattern from a limited
number of spheres but the complexity of biological tissues make it
impractical to adopt in real applications. Normally in tissue op-
tical studies the macroscopic properties are of interest. Then two
physical quantities are defined; the scattering coefficient µs and the
anisotropy factor g = 〈cos(θ)〉, where θ is the scattering angle. µs
states the probability for scattering per unit length. g holds the in-
formation about what direction, on average, the light is scattered.
As will be further discussed in Section 3.2 the scattering angle is
given by a probability density function called the phase function.
The composition of tissue renders an anisotropy factor approach-
ing unity meaning that a biological medium is forward scattering.
In highly scattering tissues the two quantities are combined into
the reduced scattering coefficient µ′s = (1 − g)µs. Empirical find-
ings alleviate the analysis of the macroscopic scattering [27]. The
general approach is to describe the spectrally dependent scattering
according to

µ′s = aλ−b (2.1)
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where a is the scattering amplitude reflecting the number density
of spherical particles in the tissue, while b is the scattering power
related to the particle size [25]. When the particles are very small
compared to the wavelength µ′s ∝ λ−4, the so called Rayleigh
limit. As depicted in Figure 2.2 the scattering power decreases
when particle size increase [28].

2.2 Absorption

When light encounter an absorbing chromophore where the energy
difference between two electronic states match the energy carried
by the optical radiation it can be absorbed. Due to this fact the ab-
sorption is spectrally dependent and forms the basis for an ample
amount of applications. If the scattering of a medium is negli-
gible the transmitted intensity (IT ) decreases exponentially with
propagation distance (d) according to the Beer-Lambert law, i.e.

IT (λ) = I0(λ)× exp (−µad) . (2.2)

Here µa is the absorption coefficient stating the probability of ab-
sorption per unit length. The absorption coefficient is essentially
the summation of all chromophore contributions, i.e.

µa(λ) =
∑
i

εi(λ)[Ci] (2.3)

where εi and Ci is the extinction coefficient and concentration
respectively for chromophore i. In biological tissues the scattering
is normally much larger than absorption hence the Beer-Lambert
law can only be applied with modifications and in certain oc-
casions [29]. A more rigorous theoretical approach is given in
Chapters 3 and 4. The main absorbing chromophores in biological
tissues are given below.

Hemoblobin can be oxygenated or deoxygenated. The
spectral absorption characteristics of the two forms are different,
seen in Figure 2.3, which can be utilized to assess the tissue
oxygenation [33, 34]. The tissue oxygenation is a valuable tool
in assessment of hypoxia since the status of a tumor can show
oxygen deficiency.

Water absorbs mainly in the NIR wavelength region, dep-
ticted in Figure 2.3. Water is present in abundance throughout
the body and normally represented by the water fraction (% of
pure water).

Lipids is the family name of many different types of sub-
strates. An example where lipids play an important role is as a
building block in the cell membranes. Similar to water, lipids
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Figure 2.3. Absorption coefficient for the main absorbing chromophores
in biological tissues. The absorption coefficient is calculated using 20
µM deoxygenated hemoglobin (Hb), 80 µM oxygenated hemoglobin
(HbO2) [30], 70 % water (H2O) [31] and 15 % fat [32].

absorb at longer wavelengths seen in Figure 2.3. Although a
comparatively weak absorber, relative water, it has been reported
that the lipid content was reduced in malignant breast tumors
indicating potential for lipid-spectroscopy [35].

Melanin acts as a protecting layer for the sun’s UV radia-
tion thus present in the superficial skin. Melanin is responsible
for the color of our skin. It can also be found in other parts of the
body, e.g. brain [36].

Myoglobin has similar absorption characteristics as hemoglobin
and both oxy- and deoxy-myoglobin exist. Myoglobin is mainly
found in muscular tissues [37].

Cytochromes are substrates with the common feature that
they reflect the mithocondrial content. A spectroscopic assess-
ment of such substrates could potentially render information
about the metabolism of the medium under study [38].

2.3 Fluorescence

Following the absorption of light in a chromophore the excess en-
ergy must dissipate. One route is the emission of lower energy op-
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Figure 2.4. (left) Schematic Jablonski diagram depicting the fluore-
scence process. (right) Fluorescence spectra from selected fluorophores.
The spectra are normalized to maximum intensity while the excitation
wavelength is indicated in paranthesis for a) skin (405 nm), b) DsRed
(545 nm), c) ALA-induced PpIX on skin (405 nm), d) mTHPC (652
nm), e) Dy782 (782 nm)

tical radiation, called fluorescence, see Figure 2.4. A chromophore
where this process takes place is defined as a fluorophore. Consider
light incident on a unit volume fluorophore. The excitation light
intensity is given by I0(λx) [W/m2] and the absorbed power per
unit volume is given by µafI0(λx). The fluorescent power per unit
volume is then stated as [39]

IF (λx, λm) = γ(λx, λm)µaf(λx)I0(λx). (2.4)

Here γ(λx, λm) is the probability for the event resulting in emission
of a fluorescence photon within a spectral band centered at wave-
length λm. γ(λx, λm) can be retrieved from the quantum yield
(ΦF ), i.e.

1
ΦF

∞∫
0

F (λx, λm)dλm =
1

γ(λx, λm)

λm+∆λ/2∫
λm−∆λ/2

F (λx, λm)dλm. (2.5)

F (λx, λm) is the probability for inducing fluorescence per spec-
tral band hence it defines the fluorescence spectrum [39]. The
absorption coefficient in Equation (2.4) can be stated in terms of
extinction coefficient and concentration, as seen in Equation (2.3)
hence the fluorescence emission is linearly dependent an the con-
centration. Normally the fluorescent yield is defined as η(λx, λn) =
γ(λx, λm)µaf [40]. The quantum yield is affected by the environ-
ment in which the fluorophore is present. Temperature, pH and
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presence of quenchers are factors that will introduce alterations of
the quantum yield hence inducing spectral shifts in the measured
fluorescence spectrum [39].

In addition, to the steady-state treatment above, the fluore-
scence process has a temporal dependence. When the fluorophore
is excited by a short light pulse the fluorescence emission will decay
exponentially as a function of time. The fluorescence lifetime is in
the order of ns but can be altered dependent on the biochemical
environment [39, 41].

2.3.1 Endogenous fluorophores

Endogenous fluorophores exist naturally in biological tissues and
fluoresce mainly when excited by UV-radiation [24, 42, 43]. The
fluorescence from the endogenous fluorophores is called autofluo-
rescence and a typical example from skin is seen in Figure 2.4a.
Apart from the porphyrins the endogenous fluorophores emit
spectra without any distinct spectral features. A difficulty with
autofluorescence spectroscopy is then to spectrally decompose the
measured spectra into its fluorophore constituents. In addition
only surface examination is possible due to the high tissue
absorption in the UV wavelength range. The most important
endogenous fluorophores are summarized below.

NADH and FAD take part in the metabolism within cells.
NADH is the reduced form of nicotinamide adenine dinucleotide
while FAD is the oxidized form of flavin adenine dinucleotide.
The fluorescence due to these substrates is reduced within tumors
relative healthy tissues due to changes in metabolic states. This
alteration in cell function forms an important tool in cancer
diagnostics [43, 44].

Collagen and Elastin build up the connective tissues. Fluore-
scence due to these proteins can indicate biochemical changes in
tissues [45].

Lipopigments are granules of oxidized lipids, e.g. lipofus-
cin, that are present in the cytoplasm. These fluorophores are
associated with ageing, retinal degeneration and atherosclero-
sis [43, 46].

Amino acids such as tryptophan, tyrosine and phenylala-
nine contribute to the tissue fluorescence. The amino acids act for
example as building blocks in the biosynthesis of several proteins.

Porphyrins are compounds acting within the heme cycle.
They emit red fluorescence upon excitation in the UV-blue
wavelength region. Porphyrins can be classified as endogenous
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photosensitizers and will be further described in Section 2.4.1.

2.3.2 Exogenous fluorophores

Exogenous fluorophores are fluorescent probes that need to be
administered to the tissue. An astounding number of probes are
available due to development triggered by the use in fluorescence
microscopy for tissue studies. Despite this only a limited number
is clinically approved for humans. Conversely, in small animal
imaging there exist several classes summarized here.

Systemic fluorophores are non-specific substrates without
the affinity to bind to a particular tissue component. The
clinically approved probe indocyanine-green (ICG) can be cat-
egorized into this class. It binds to albumin in the blood and
is used to demarcate vasculature [47]. Increased vascularization
within a volume is commonly associated with malignant tissue [48].

Targeting probes are composed of two substrates fused
together; one fluorescent compound and one targeting molecule.
The targeting molecule, or ligand, is responsible for binding to a
specific receptor on e.g. the cell membrane whereas the fluorescent
molecule produce imaging contrast upon excitation [49]. Disease
targeting can be accomplished through the use of antibodies
that bind to specific antigens present in e.g. neovascularized
tissue [50] or certain forms of cancer [51]. A peptide, such as
epidermal growth factor (EGF), is another example of a ligand
that can mark solid tumors through the binding to epidermal
growth factor receptor (EGFr). EGFr is commonly indicative of
tumor progression [52]. Inflammatory disease, such as rheumatoid
arthritis (RA), can also be imaged when fusing a fluorophore with
a folate-molecule since folate-receptors are abundant in RA [53].
The choice of fluorophore is dependent on the derivatization
process, i.e. fusing between target molecule and fluorescent com-
pound. The chemistry of the fluorophore and the targeting ligand
must be compatible but fortunately a wide variety exist [54]. An
example of a fluorophore that can be used in targeted fluorescence
imaging is DY782, see Figure 2.4e. The main complication, apart
from finding specific ligands, is that fluorescence can be emitted
even though the probe has not found its binding site. Typically
imaging is performed several hours after administration in order
to reach a sufficient amount of the probe attached to its target
whereas the rest is cleared from the body.

Activatable probes are a type of targeting probes that
can emit fluorescence only after a specific event has occurred.
Typically enzyme-mediated activity, e.g. tumor-specific proteases
are imaged [55]. The probe is composed of several fluorophores
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joined together with a peptide link. Due to the small distance
between the molecules the fluorophores are initially quenched,
hence non-fluorescent. Upon reaction with a protease the link
breaks and the probe becomes fluorescent [55]. High specificity
is reached due to the increased target-to-background contrast as
compared to normal targeting probes, mentioned above.

Smart probes are another type of activatable probes. These
fluorophores alter their fluorescence spectra upon binding to a
specific substrate within a cell. Intracellular ions, e.g. calcium
(Ca2+), can in this way be imaged [56]. Spectral shifts can also
occur whenever the environment, in which the fluorophore sits, is
changed. A typical application is indication of pH-changes [57].

Fluorescent proteins (FPs) are genetically encoded into
an animal’s genome, e.g. in transgenic mice. The genome holds
the DNA which is responsible for protein synthesis within all cells.
Proteins are important since they take part in all physiological
processes occurring in the body; from cell signaling to organ
function. The important feature of protein synthesis is that
all proteins are not produced by all cells, although the DNA is
present in every cell nucleus. This arise from the transcription
factors that control, i.e. regulate, what proteins that should be
synthesised. Evidently the cells throughout the body do not
have the same function hence different transcription factors are
activated. Upon activation the DNA is transcribed into RNA
which in turn diffuse out from the cell nuclei. The RNA is then
translated, meaning that the protein is constructed by amino-acids
present in the cytoplasm [58]. In malignant cells this process,
i.e. gene expression, is altered in several ways [59]. Fluorescent
proteins provide the possibility to visualize the gene expression.
In essence the FPs are introduced into the genome as reporter
genes. When the gene is transcribed the FP is automatically
fused to the specific protein. The fluorescence originating from a
substrate will then indicate the occurrence of a specific event as
well as the localization [60, 61]. The first fluorescent protein to
be imaged using this rationale was the green fluorescent protein
(GFP) [60]. Due to limiting factors, such as autofluorescence
and low penetration depth, FPs emitting at longer wavelengths
are now being developed and employed [59, 62, 63]. A spec-
trum from the red fluorescent protein DsRed is seen in Figure 2.4b.

Nanoparticles in different forms can be used. These are
semiconductor crystals where the absorption and emission char-
acteristics can be controlled through the size of the particle.
Generally these particles are small, in the order of several nm,
giving rise to the name Quantum Dots (QDs). Compared to
biological fluorophores the absorption spectra is broad and the
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extinction coefficient increase with shorter wavelengths. This fact
arise from the presence of a band-gap in all semiconductors [64].
Whenever the excitation light energy overcome the band-gap
the QD can be excited. Following excitation electron-hole pairs
are generated. Recombination of these give rise to fluorescence.
The emission spectrum from a QD is characteristic in that is
symmetric, around a center-wavelength and relatively sharp (∼50
nm). By changing the size of the QD the quantized energy levels
are altered. In turn this will change the center-wavelength of
the emission profile. Another feature of the QD-emission is the
long fluorescence lifetime [65]. QDs are normally coated, meaning
that a protective shell is grown outside the semiconductor core.
The coating renders many advantageous feature. First the photo-
stability and quantum yield is increased since the shell prohibit
non-radiative recombination. This allows long-term imaging and
it has been reported that QDs can be retained in the mouse-body
for months [64]. Secondly the chemical composition of the shell
can be of varying art providing the basis for biocompatible and
targeting QDs. The semiconductor crystal is hydrophobic and
to avoid aggregation it can be made water-dispersible through
coating with amphiphilic compounds [66]. A common approach
is to employ polyethylene glycol (PEG) that will prolong the
circulation time and possibly the retention to tumor sites [67]. The
vast arsenal of targeting moieties adapted from biological probes,
exemplified in previous sections, can also be realized for QDs.
The fusing of e.g. antibodies, peptides or other disease-targeting
ligands, normally referred to as functionalization, can increase the
specificity manifold [66, 67].
Another range of nanoparticles receiving ample interest in recent
years are the lanthanide-doped nanocrystals [68]. They hold
an interesting property in that the fluorescence emission is
up-converted. In essence this means that excitation is performed
at longer wavelengths, typically NIR-radiation, whereas a two-
photon process will present fluorescence at a shorter wavelength.
Application of such particles in small-animal imaging renders
practically autofluorescence-free imaging, see Papers III and IV
as well as [69, 70]. The use of up-converting nanocrystals will be
further discussed in Chapter 5.

Photosensitizers can selectively accumulate, to various degrees,
in malignant tissues providing an alternative for cancer diagnosis
based on fluorescence measurements [15, 16, 71, 72]. Different
photosensitizer classes and their properties are summarized in
Section 2.4.1
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Figure 2.5. Schematic Jablonski diagram of the photodynamic process.
The notation is defined by (S0) Photosensitizer ground state, (S1) Ex-
cited state, (T1) Triplet state, (Abs.) Absorption of treatment light,
(Fluo.) Fluorescence, (IC) Intersystem crossing, (Phos.) Phosphores-
cence, (3O2) Oxygen triplet ground state and (1O2) Oxygen singlet
excited state.

2.4 Photodynamic action

While some photosensitizers fluoresce all of them have the im-
portant property to mediate the photodynamic action. Following
absorption of light the excited molecule can decay to its ground
state through fluorescence, radiation-less energy dissipation or in-
tersystem crossing (IC) to its triplet state (T1), see Figure 2.5.
Since a transition from triplet to singlet state is quantum mechan-
ically forbidden the life time of the photosensitizer triplet state is
long (∼ms). The longer lifetime increases the possibility for the
photosensitizer to transfer its energy through collisions with other
compounds present in the tissue. In environments where oxygen
is abundant the dominating interaction is between the photosen-
sitizer triplet state and oxygen triplet ground state (3O2). The
reaction is termed Type II -reaction and generates excited singlet
oxygen (1O2) [73]. The singlet oxygen is highly reactive hence the
diffusion distance is very short (∼10 nm) before it interacts with
a biological substrate. Type I-reactions occur when the photosen-
sitizer, excited to its triplet state, interacts with other substrates
than oxygen. This typically occurs in hypoxic tissues or when pho-
tosensitizer concentration is high [74, 75]. The reactive compounds
produced by either Type I or II reactions are referred to as reactive
oxygen species (ROS). Most photosensitizers are believed to ren-
der a Type II reaction [76]. Hence singlet oxygen is the important
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ROS that will interact with tissue constituents, cells and subcel-
lular structures leading to cell death, vascular shutdown and im-
munological response. The intention with photodynamic therapy
is to induce these processes in malignant cells, ideally rendering
tumor regression.

2.4.1 Photosensitizing agents

Most photosensitizers used today contain the aromatic compound
tetrapyrrole [77]. Through alterations of the chemical structure
the photosensitizer can adopt different properties in terms of its
ability to fluoresce and mediate generation of ROS. The chemical
structure also defines the hydrophobicity, or hydrophilicity, of
the molecule which will influence the biodistribution of the
photosensitizer when administered to the vasculature. In general
terms; hydrophobic, and amphiphilic, agents bind to lipoproteins,
such as low-density lipoprotein (LDL), present in the blood [78].
Due to the agent’s hydrophobicity these compounds are normally
administered in a formulation making it more soluble in water.
Hydrophilic photosensitizers preferentially bind to albumin when
injected into the bloodstream [79, 80]. The photosensitizer
complex will diffuse through the vessel walls and eventually be
taken up by cells. Malignant cells are believed to hold a higher
number of LDL-receptors leading to increased uptake of agents
bound to LDL [81, 82]. Albumin-bound agents on the other hand
mainly localize in the tumor stroma, i.e. connective tissues within
the tumor [79]. Selective retention can also be attributed to the
leaky vasculature and the poor lymphatic drainage commonly
present in tumors [83]. The main classes of photosensitizers
commonly utilized in photodynamic therapy are discussed below.

Porphyrins are compounds that take part in e.g. the biosynthesis
of heme. It was early discovered that porphyrin mixtures could
selectively localize to malignant tissue. The first photosensitizer
to be studied was Hemotoporphyrin Derivative (HpD) [19]. By re-
moving less photoactive compounds from the mixture the purified
version, called Porfimer sodium (Photofrin®), is retrieved. The
ability to localize to tumors is highly dependent on the porphyrin
mixture since the compounds will bind to different intracellular
species [84].
In addition to the chemically refined hematoporphyrins above a
naturally produced photosensitizer exist, namely Protoporphyrin
IX (PpIX) [85]. A precursor to PpIX is 5-Aminolevulinic Acid
(ALA). When administered to the tissue ALA will undergo several
enzymatic reactions yielding a higher concentration of PpIX.
When the enzyme ferrochelatase is present in the cells PpIX
will be transformed to heme [86]. Deficiency of ferrochelatase in
malignant cells leads to selective accumulation of PpIX in tumor

17



2.4.1 Photosensitizing agents

tissues [87]. PpIX is fluorescent and a spectrum acquired from
human skin is shown in Figure 2.4c. Porphyrins are photodynam-
ically activated using light sources emitting at 630-635 nm. Due
to the blood absorption in biological tissue the penetration depth
is fairly short. PpIX is cleared from the body with one or two
days [85]. The porphyrins, on the other hand, are cleared slowly
from the tissues which practically means that photosensitivity
remains for 4-6 weeks after administration [75]. These factors
have triggered to development of alternative photosensitizers.

Chlorins have red-shifted absorption spectra relative the
porphyrins due to alterations in the aromatic ring present in both
chlorins and porphyrins [74]. This leads to increased penetration
depth of the treatment light. Benzoporphyrin derivate (BPD) or
Benzoporphyrin derivate monoacid-A (BPD-MA, Verteporfin®)
is activated at 692 nm leading to larger treatment volumes. In
addition it is fluorescent when excited at shorter wavelengths [88].
BPD binds to lipoproteins hence targets the LDL-receptors of
malignant cells. This leads to slightly higher retention in tumor
tissue as compared to normal muscle tissue [82]. The important
feature though is the fast clearance of BPD which is in the order
24-48 hours leading to low systemic photosensitivity [89, 90]. In
addition to cancer therapy, BPD is employed to a large extent in
the treatment of choroidal neovascularization due to age-related
macular degeneration [89, 91].
Meso-tetra(hydroxyphenyl)chlorin (mTHPC, Foscan®) is termed
to be the most potent photosensitizer present [74, 92]. Several
factors are responsible for this definition. The extinction coeff-
icient at the treatment wavelength is large as compared to the
porphyrins. In addition the intracellular localization is believed to
render increased photodynamic efficacy [93]. mTHPC is activated
at 652 nm and fluoresce around 710 when exited with the treat-
ment light, see Figure 2.4d. This fact is exploited in Paper VIII
for estimation of mTHPC-concentration in the human prostate.
mTHPC is a hydrophobic agent hence is normally administered
in a polyethylene glycol (PEG) formulation in order to avoid
aggregation and prolong circulation time. The clearance of
mTHPC is slower than BPD-MA; approximately three weeks [74].

Bacteriochlorophylls are compounds related to chlorophyll
implying the capability to transform light to oxygen. Replacing
the magnesium atom, within the bacterioclorophyll, with a
palladium atom the photosensitizer WST09 (Tookad®) can be
produced. WST09 has low solubility in aqueous solutions hence
the agent is normally delivered in an amphiphilic formulation, i.e.
Chremophor® [94, 95]. The excitation is performed at 762 nm.
An important feature is the high yield for transition to the triplet
state. Conversely the yield for fluorescence is very low [96]. The
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photoactive agent is different from other agents in that it stays in
the vasculature and is not taken up by malignant cells [97].
A water-soluble version of WST09 has recently been developed,
namely WST11 (Stekel®) [98]. It has the same features as
WST09 without the need for an administration vehicle, such as
Chremophor®. It has been shown that WST11 binds to albumin
limiting the uptake of the drug by cells [99]. The intention by
employing WST09 or WST11 is to target the vasculature instead
of the cancer cells directly. The limited uptake in tumor cells also
leads to fast clearance in the order of an hour.

Texaphyrins is a family holding e.g. the photosensitizer
Lutetium texaphyrin (Lutex). Treatment light at 732 nm is
utilized to activate this amphiphilic water-soluble agent [100]. In
addition the agents is fluorescent when excited by shorter wave-
lengths [101]. Limited phototoxicity is rendered due to the fact
that the clearance time is relatively short, i.e. 24-48 hours [102].
The photosensitizer is believed to bind to lipoproteins hence tu-
mor selectivity is rendered through LDL-receptor targeting [103].
An interesting feature of the texaphyrin is that it can act as a
magnetic contrast agent in additionto its photoactive properties.
This is achieved by replacing the diamagnetic lutetium with the
paramagnetic ion gadolinium in the texaphyrin core [100, 104].

2.4.2 Biological response

As mentioned above the excitation of the photosensitizer causes
generation of ROS which in turn will interact with the cells in close
proximity to the generation site. The outcome is highly dependent
on the intra- and inter-cellular localization of the photosensitizer.
The biological response can be divided into three main categories,
as described below. In addition the light irradiation time and
power as well as incubation time will influence the therapeutic
outcome. Since these parameters are within the scope of PDT
dosimetry they are left for Chapter 6. The predominant photo-
sensitizer localization and biological response are summarized in
Table 2.1.

Direct cell death through necrosis occurs when the ROS
oxidize sub-cellular structures or the plasma membrane [106].
Characteristic features of such events are cytoplasm swelling,
destruction of organelles and release of intracellular contents.
Necrosis is typically a rapid process leading to cell degenera-
tion [107–109].
Apoptosis is a result of the altered cellular signaling induced
by the photodynamic action within sub-cellular structures such
as mitochondria, lysosomes and endoplasmic reticulum. This
”suicidal” pathway requires ATP and the cell is intact during
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Photosensitizer Localization Response

Photofrin Golgi apparatus Direct cell death
Plasma membrane
Vascular endothelium Vasular damage

ALA-PpIX Mitochondria Direct cell death
Cytosolic membranes

BPD Mitochondria Direct cell death
Perinuclear
Vascular endothelium Vasular damage

mTHPC Endoplasmic reticulum Direct cell death
Mitochondria
Vascular endothelium Vasular damage

WST09/11 Serum proteins Vascular damage
Lutex Lysosomes Direct cell death

Vascular endothelium Vasular damage

Table 2.1: Photosensitizer localization and response [77, 91, 105].

the apoptotic process [110]. An apoptotic cell is characterized by
cell shrinkage and membrane blebbing, i.e. that the cellular wall
bulge outwards [107]. The residues after apoptosis are consumed
by phagocytes. The mitochondria play an important role in the
apoptotic route due to the release of cytochromes, e.g. cytochrome
c, that activate caspases [109, 111]. These enzymes are then
responsible for DNA fragmentation leading to cell mortality [110].

Vascular shutdown, also referred to as indirect cell death,
occurs when the epithelial cells in the vessel wall are dam-
aged [91, 112]. In addition the blood platelets can aggregate
forming blood flow stasis [113]. In this way ischaemia is induced
hence limiting the oxygen and nutrient supply to the cells [114].

Immunological response is induced in all of the above in-
flictions through an acute inflammation following photodynamic
action [115]. Alterations in cell signalling will cause neutrophils,
i.e. a type of white blood cells, mast cells and macrophages to
assemble within the traumatized region [116–118]. In addition the
the lymphoid T cells can cause a systemic immune response follo-
wing photodynamic action [119, 120]. This photo-induced immune
response could have ample importance in preventing recurrence
of malignancies [115]. Opposed to this advantageous feature of
photodynamic action, chemotherapy, radiotherapy and surgery all
suppress the immune system [115].
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Chapter 3

Simulating diffuse light

A prerequisite for quantitative imaging and dosimetry is the ability
to simulate light propagation. This procedure is described by the
forward model which is the topic of this chapter. In Chapter 2 the
tissue optical properties were introduced for scattering [µs, g, µ′s],
absorption [µa] and fluorescence [γ, µaf ]. These theoretical proper-
ties define how the light propagates through the tissue. As will be
seen in Chapter 4 the forward problem plays a central role when
optical properties of the medium are assessed.
The contents of this chapter is depicted in Figure 3.1.

Figure 3.1. Graphical representation of the contents of present chapter.
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3.1 The forward problem

Figure 3.2. A schematic picture
describing the forward problem
where the light propagation
within a medium is simulated.

3.1 The forward problem

In the forward problem one seeks a solution to the forward model
describing the light propagation within a medium, schematically
depicted in see Figure 3.2. The requirement is the knowledge of
the tissue optical properties. When proper boundary conditions
are implemented the boundary exitance can be computed.
The theoretical quantities relevant for the forward model in diffuse
light propagation are defined here

Photon distribution N(r, ŝ, t) [1/m3sr]
is the number of photons per unit volume at a position r,
propagating in direction ŝ within a solid angle dω at a specific
time t.

Radiance L(r, ŝ, t) = hνcN(r, ŝ, t) [W/m2sr]
is the power per steradian and per unit area where h is
Planck’s constant, ν is the frequency of the light and c is
the speed of light in the medium.

Fluence rate Φ(r, t) =
∫
4π

L(r, ŝ, t)dω [W/m2]

is the power per unit area at a given time at a certain posi-
tion. It is related to the photon density (ρ [1/m3]) through
Φ(r, t) = hνcρ(r, t).

Photon flux F(r, t) =
∫
4π

L(r, ŝ, t)ŝdω [W/m2] is a vector quan-

tity.

3.2 Radiative transport equation

The fundamental forward model for photon transport through diff-
use media is the radiative transport equation (RTE) [121, 122]. It
is an energy balance equation which is reached by considering a
small volume V with boundary S and an outward pointing unit
normal n̂. Let N be the photon distribution as defined in Sec-
tion 3.1. According to the energy conservation principle, consid-
ered in a direction ŝ, the net change must equal the difference
between the inward and outward travelling photons. Within the
volume photons are lost and gained through the processes depicted
in Figure 3.3.
The net change of the photon distribution is given by∫

V

∂N

∂t
dV = · · ·
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Figure 3.3. Processes in radiative
transport equation.

Photon gain

+
∫
V

qdV

︸ ︷︷ ︸
i)

+
∫
V

cµs

∫
4π

p(ŝ′, ŝ)Ndω′dV

︸ ︷︷ ︸
ii)

· · ·

Photon loss

−
∮
S

cN ŝn̂dS

︸ ︷︷ ︸
iii)

−
∫
V

cµsNdV

︸ ︷︷ ︸
iv)

−
∫
V

cµaNdV

︸ ︷︷ ︸
v)

i) Photon gain due to sources inside the volume where q =
q(r, ŝ, t) [1/sm3sr] is the number of photons emitted per unit
volume, time and steradian.

ii) Photon gain due to scattering from a propagation direction
ŝ′ to direction ŝ where µs = µs(r) [1/m] is the scattering
coefficient and p(ŝ′, ŝ) is the scattering phase function.

iii) Photon loss due to photons crossing the boundary. Here
Gauss’ theorem has been utilized so that the surface inte-
gral can be transferred to a volume integral according to
−
∮
S

cN ŝn̂dS = −
∫
V

c∇N · ŝdV .

iv) Photon loss due to scattering.

v) Photon loss due to absorption where µa = µa(r) [1/m] is the
absorption coefficient.

Replacing the photon distribution with the radiance and dropping
the volume integral the radiative transport equation becomes

1
c

∂L

∂t
= hνq + µs

∫
4π

p(ŝ′, ŝ)Ldω′ − ŝ · ∇L− µsL− µaL. (3.1)

The scattering phase function p(ŝ′, ŝ) in ii) describes the proba-
bility for scattering in any direction. It is a function of the angle
between the incoming propagation direction (ŝ′) and the scattered
propagation direction (ŝ). Hence p(ŝ′, ŝ) = p(θ) where θ is the
scattering angle. The simplest choice of p(θ) is the isotropic phase
function, i.e.

p(θ) =
1

4π
. (3.2)

Photons affected by a scattering phase function of the form in
Equation (3.2) will have equal probability to scatter in any direc-
tion. Biological tissues are forward scattering [123, 124]. Hence
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3.3 Diffusion equation

the scattering phase function should adopt another form. There
exist several alternatives but the most commonly applied is the
Heyney-Greenstein phase function [125].

p(θ) =
1

4π
1− g2

(1 + g2 − 2g cos(θ))3/2
. (3.3)

In Equation (3.3) the scattering anisotropy factor is defined
through g = 〈cos θ〉, meaning the average of the cosine of the
scattering angle. Solving the RTE implies finding the radiance in
every location as well as every direction of an arbitrary object.
Due to limited computational power simplifications to the RTE
are needed.

3.3 Diffusion equation

An ever present forward model in diffuse optical imaging and ther-
apeutics is the diffusion approximation to the RTE, i.e. diffusion
equation (DE) [121, 122, 126]. In order to reach the DE, the ap-
proach is normally to expand the radiance, source term, and phase
function into infinite series of spherical harmonics. The series are
inserted into Equation (3.1) resulting in an infinite set of coupled
equations. In the first order approximation, referred to as the P1-
approximation, the spherical harmonics are truncated at the first
degree [127–130]. Utilizing the fluence rate Φ and flux F, see Sec-
tion 3.1 the first order approximation of the radiance is expressed
by

L(r, ŝ, t) ≈ 1
4π

Φ(r, t) +
3

4π
F(r, t) · ŝ. (3.4)

The first term on the RHS in Equation (3.4) is isotropic and the
second term is linearly anisotropic. The P1-approximation implies
that the light is treated as diffuse hence it cannot describe directed
light. Inserting Equation (3.4) into the RTE results in two coupled
equations (

1
c

∂

∂t
+ µa

)
Φ +∇F = q0, (3.5)

(
1
c

∂

∂t
+ µa + µ′s

)
F +

1
3
∇Φ = q1. (3.6)

In Equation (3.6) the reduced scattering coefficient µ′s = (1− g)µs
is introduced. Two assumptions are now made.

(i) the linearly anisotropic source term q1 = 0 meaning that
only isotropic sources exist.
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n n0

θ

θ ′ŝ ′

ŝ

ŝ ′ ′

n̂

Figure 3.4. The incidence and
refraction angles defined relative
the medium boundary.

(ii) the temporal change of the flux is assumed to be negligible,
i.e. ∂F/∂t = 0.

For these two assumptions to hold the following condition must be
satisfied

µ′s >> µa. (3.7)

With the two assumptions stated above, Equation (3.6) reduces to
Fick’s law

F = − 1
3(µa + µ′s)

∇Φ = −D∇Φ (3.8)

where D is the diffusion coefficient. Inserting Equation (3.8) into
Equation (3.5) yields the diffusion equation

1
c

∂Φ(r, t)
∂t

−∇D(r)∇Φ(r, t) + µa(r)Φ(r, t) = q0(r, t). (3.9)

The DE in frequency-domain can be retrieved through a Fourier
transform of Equation (3.9) [131]. The steady-state DE is given
by

−∇D(r)∇Φ(r) + µa(r)Φ(r) = q0(r). (3.10)

3.3.1 Boundary conditions

Boundary conditions are a requirement for retrieving unique so-
lutions to the RTE or the DE. The boundary condition should
describe the fact that photons leaving the medium never return.
In addition photons propagating in the medium, bounded by S, are
reflected on the boundary if the medium refractive index (n) and
the outside refractive index (n0) are mismatched. The reflectivity
R(θ) is given by Fresnel’s law [132], i.e.

R(θ) =
1
2

(
n cos θ′ − n0 cos θ
n cos θ′ + n0 cos θ

)2

+
1
2

(
n cos θ − n0 cos θ′

n cos θ + n0 cos θ′

)2

.(3.11)

θ and θ′ denote the incidence and refraction angle respectively, see
Figure 3.4. The refraction angle is given by Snell’s law and defined
relative the surface normal. The RTE boundary condition for an
index-mismatched boundary is given by [133]

L(r, ŝ′, t) = R(θ)L(r, ŝ, t). (3.12)

Here ŝ is pointing outwards, i.e. ŝ · n̂ > 0, while ŝ′ · n̂ < 0. Due
to the approximate representation of the radiance, stated in Equa-
tion (3.4), the RTE boundary condition in Equation (3.12) can
not be described exactly within the DE [121, 126]. This is inher-
ited from the truncation of the spherical harmonics. Instead the
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3.3.2 Source representation

total inward (or outward) flux is adopted. The general boundary
condition for the DE is then∫
ŝ′·n̂<0

ŝ′ · n̂L(r, ŝ′, t)dω′ =
∫

ŝ·n̂>0

R(θ)ŝ · n̂L(r, ŝ, t)dω, r ∈ S.(3.13)

Integrating over the hemispheres after insertion of Equation (3.4)
and Equation (3.8) yields the modified Robin-type boundary con-
dition (RBC)

Φ(r, t) + 2AD∇Φ(r, t) · n̂ = 0, r ∈ S. (3.14)

The parameter A takes the refractive index mismatch at the
boundary into account. Utilizing Fresnel’s law in Equation (3.11)
A can be approximated through [132]

A =
2/(1−R0)− 1 + | cos θc|3

1− | cos θc|2
, (3.15)

R0 =
(n− n0)2

(n+ n0)2
(3.16)

θc = arcsin
(n0

n

)
. (3.17)

Calculation of A for a tissue-air interface with n = 1.4 and n0 = 1
yields A ≈ 2.74. At an index-matched boundary R0 = 0, cos θc = 0
and A = 1. In Section 3.4 the specific solution methods will be
presented together with relevant implementation of the boundary
conditions.

3.3.2 Source representation

Light irradiating the boundary, or light emitted from a fiber, can
be modelled as an isotropic point source placed at one reduced
scattering length from the actual source [134]. This approach is
motivated by the assumption that all photons are scattered at the
depth d = 1/µ′s [134]. If the photon distribution is computed
some distance from the incidence position this source represen-
tation produce valid results. Close to the source and in highly
forward scattering media (large g-value) this approach will render
erroneous photon distribution. Another alternative to represent a
light source incident on the boundary is to modify the boundary
condition in Equation (3.14) [127]. The boundary source is then

Φ(r, t) + 2AD∇Φ(r, t) · n̂ = −Psrcw(r, t), r ∈ Ssrc (3.18)

where Psrc is the source strength and w(r, t) is a weighting function
describing the source shape.
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3.3.3 Measurement representation

The photons that escape the medium through the surface is re-
ferred to as the exitance, denoted Γ. Formally the exitance is de-
fined through a measurement operator that transform the internal
fluence rate to boundary exitance, i.e.

Γ =M [Φ] . (3.19)

The measurement operator is dependent on the boundary condi-
tions, and detector model applied. When an optical fiber collects
the photons, the exitance constitute all outward travelling pho-
tons within the aperture of the fiber. The aperture is given by the
cross-sectional area (Sf ) of the fiber tip and its numerical aperture
(NA). With the acceptance angle defined by θf = sin−1(NA/n),
the exitance is given by

Γ =
∫
Sf

∫
ŝ·n̂>cos θf

T (θ)L(r, ŝ, t)ŝn̂dωdS. (3.20)

T (θ) = 1 − R(θ) is the transmission through the boundary. The
corresponding expression for the DE is retrieved by inserting the
radiance approximation, see Equation (3.4), into Equation (3.20).
Carrying out the integration for an index-mismatched boundary
where n = 1.4, n0 = 1 and θf = π/2 the exitance becomes [135,
136]

Γ = Sf (0.118Φ(r, t)− 0.306D∇Φ(r, t)n̂) . (3.21)

In the case of an index-matched boundary, typically the case for
an interstitially placed optical fiber, T (θ) = 1 and the integral
becomes

Γ = Sf

(
sin2 θf

4
Φ(r, t)−D∇Φ(r, t)n̂

1− cos3 θf
4

)
. (3.22)

In addition to the expressions above approaches where the pho-
ton flux alone defines the exitance have been reported [137]. In
that case the corresponding exitance to Equation (3.21) is given
by Γ = 0.170Φ(r, t) [136]. This might seem to be contradictory
but inserting the Robin-type boundary condition for the DE into
Equation (3.21) the exitance reduces to Γ = 0.173Φ(r, t). The fi-
nal remark concerning the measurement representation is that the
exitance is directly proportional to the fluence rate when apply-
ing the Robin-type boundary condition. For future reference this
imply that Γ =M [Φ] = CΦ.

3.3.4 Diffusion equation considerations

The are several considerations that need the be addressed when
applying the DE to describe diffuse light propagation. The main
concerns are discussed here.
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3.3.4 Diffusion equation considerations

Optical properties

The DE is valid when the optical properties satisfy Equation (3.7),
i.e. the scattering should be much larger than the absorption. The
exact limit where validity of the DE breaks down is not explicitly
stated since it is influenced by many factors such as the definition
of diffusion coefficient, boundary conditions and source represen-
tation. The diffusion coefficient was introduced in Equation (3.8)
where it depends on both the absorption and reduced scattering
coefficient. It has been argued that the diffusion coefficient should
be independent of the absorption coefficient. This conclusion is
reached after assuming the flux to have an exponentially decaying
term, i.e. F ∼ exp(−cαt) [129]. This discussion leads to another
definition of the diffusion coefficient, i.e.

D =
1

3(αµa + µ′s)
, α ∈ [0, 1]. (3.23)

The validity of DE has been reported to extend into highly absorb-
ing media, for steady-state measurements, when α ∈ [0, 0.5] [130,
138, 139]. The general approach within this thesis is to implement
the diffusion coefficient as stated in Equation (3.8).
Although the validity of the DE might be extended by modify-
ing the diffusion coefficient in steady-state analysis the same is
not true for time-resolved analysis, employing the DE. The lim-
ited validity for the time-resolved DE is due to the assumption
that the flux does not vary in time. For short times this assump-
tion is erroneous. A better approach is then to utilize the RTE if
applicable [140].

Boundary conditions

As stated in Section 3.3 the DE cannot accurately describe the
boundary condition in Equation (3.12). Instead of the angular
resolved radiance the total radiance, approximated with Equa-
tion (3.4) within a hemisphere is treated leading to the Robin-
type boundary condition. Since this boundary condition relies on
an approximation the influence of the boundary condition is an im-
portant factor. In small geometries the influence of the boundaries
is large leading to limited validity of the DE.

Source representation

The isotropic source representation leads to a non-valid light dis-
tribution close to the source. The analysis of light propaga-
tion utilizing the DE should be performed at distances longer
than a few reduced mean free paths, i.e. > 3 − 5 mfp′ where
mfp′ = 1/(µa + µ′s) [141, 142].
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Figure 3.5. Monte Carlo
simulation flowchart.

Higher order approximations

The DE is the first order approximation to the RTE and higher or-
der approximations of course exist. Since extensive computational
power is more easily accessible today many research groups are
investigating the use of spherical harmonics expansion to higher
degrees [143, 144]. Essentially this renders a problem consisting
of multiple coupled differential equations, instead of two as is the
case in the P1-approximation. In addition to the higher approx-
imations numerical schemes to solve the RTE have appeared in
recent years [145, 146].
The non-validity of the DE close to sources can be avoided em-
ploying hybrid models. In this approach the RTE is solved close
to sources, boundaries as well as high absorbing media whereas
the DE is solved in regions where the diffusion approximation
holds [147]. The coupling between the DE and RTE is typically
realized through a boundary condition between the RTE-region
and DE-region [148, 149].

3.4 Solving the forward problem

Despite the considerations that needs to be taken into account, the
DE can produce valid results. Hence it is utilized extensively in
diffuse optical imaging and dosimetry. The main reason is the ver-
satility since solution schemes allows simulations to be performed
in arbitrary volumes with limited computational requirements. In
this section three approaches to solve the forward problem will be
discussed. In Section 3.4.1 the Monte Carlo method for stochastic
modelling of the RTE is briefly discussed. In Section 3.4.2 and
Appendix A the Finite Element Method for solving the DE is in-
troduced. Analytical solutions to the diffusion equation exist in
simple cases and these are summarized in Section 3.4.3.

3.4.1 Monte Carlo model for the RTE

In the Monte Carlo (MC) method the processes that can occur
within the RTE, see Figure 3.3, are treated as stochastic processes.
A flowchart depicting the main components of a Monte Carlo
scheme is shown in Figure 3.5. Practically the photons are treated
as photon packages with an initial weight. When launched into
the scattering medium the propagation direction is sampled from
a distribution given by the scattering phase function. The photon
is then moved a step with length given by s = −ln(ξ)/(µa + µs),
where ξ is a uniformly distributed random variable. After the
move the weight is decreased by a fraction whereas the left-over
is logged as absorption. This process continues until the photon
escapes a boundary or the weight is too small. When the latter
occurs either the photon package is terminated or it is given a
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3.4.2 Finite Element Method for the DE

certain probability to survive. If the photon survives, the weight
is increased and the propagation continues [150]. Monte Carlo
methods for light propagation simulation in simple geometries that
exploit symmetries are widely available [150–153]. Monte Carlo
schemes for three-dimensional heterogeneous media has also been
implemented [154]. The main limitation of MC methods is the
long computational time due to the high number of photon pack-
ages that need to be simulated. In recent years schemes based on
parallel computing have shown decreased computational time with
the use of graphics card [155, 156].

3.4.2 Finite Element Method for the DE

The Finite Element Method (FEM) is extensively applied to en-
gineering problems of varying art. The method originates from
the field of structural mechanics in the mid 1950s [157] but the
potential was rapidly appreciated in problems such as heat con-
duction, fluid mechanics and electromagnetism [158]. Within the
scope of diffuse light propagation the FEM is utilized to render a
solution to the DE. The procedure of reaching the FEM formula-
tion is detailed in Appendix A. The main aspect is that the DE is
discretized into a number of elements, described by a mesh. Since
the elements are small the fluence rate is taken to vary linearly over
each element. This fact renders a linear equation system described
by the matrix equation in Equation (3.24),[

K(D) + C(µa) +
1

2A
F
]

Φ = AΦ = Q. (3.24)

Equation (3.24) is solved for each nodal value of the fluence rate.
A key feature of the FEM is that the method can be applied
to heterogeneous media as well as arbitrary geometries. Several
FEM packages exist in order to solve the DE for light propaga-
tion in diffuse media. Comsol Multiphysics [159] was utilized in
Paper VI for simulation the treatment light propagating in a hu-
man prostate. It has also been adopted in Paper VIII for meshing
a geometry simulating the human prostate. Two other packages
more focused on sole light propagation modelling exist, namely
TOAST [127, 160, 161] and NIRFAST [142, 162]. These packages
solve the forward problem with FEM but in addition the inverse
problem, see Chapter 4, can be solved. TOAST was exploited and
modified for multispectral three-dimensional fluorescence imaging
in Paper II. NIRFAST was adapted for interstitial FEM simula-
tion in Paper VIII and non-linear three-dimensional fluorophore
imaging in Paper IV.
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Simulating diffuse light

Figure 3.6. Positive (+) and
negative (−) source configuration
in a semi-infinite homogeneous
medium.

3.4.3 Analytical solutions for the DE

Numerical methods, such as the FEM, provide versatile means to
render a solution to the DE. Since the FEM utilizes a discretized
geometry large volumes will lead to a mesh with high nodal density.
When such problems are to be analyzed the available computer
memory can impose a limit to the mesh size. One alternative to
overcome this discrepancy is presented in Paper II but in simple
geometries analytical solutions exist.

Infinite homogeneous medium

Consider a source, positioned at rs in an infinite homogeneous
medium. The source delivers a power of P0 [W ] hence the source
term is given by q0 = P0δ(r − rs). The steady-state DE, see
Equation (3.10), reduces to a Helmholtz equation,[

−∇2 +
µa
D

]
Φ(r) =

P0

D
δ(r− rs). (3.25)

A solution to Equation (3.25) is the Green’s function [126, 141,
163–165] given by

Φ(rs, r) = P0g̃(rs, r) = P0
exp (−µeff |r− rs|)

4πD|r− rs|
. (3.26)

Here µeff [1/m] is called the effective attenuation coefficient and
defined through

µeff =
√
µa
D
. (3.27)

Equation (3.26) was utilized in Paper VI to model light delivered
by a bare-end optical fiber. The Green’s function for the time
resolved DE is given by [134].

Φ(rs, r, t) = c(4πDct)−3/2exp
(
−|r− rs|2

4πDct
− µact

)
. (3.28)

A corresponding Green’s function for the frequency-domain DE
exist [131].

Semi-infinite and slab-shaped homogeneous media

When a boundary is introduced Equation (3.26) needs to be modi-
fied in order to account for the reflection at the boundary. Consider
a light source positioned at the physical surface of the semi-infinite
medium. As above the source is simulated by placing an isotropic
source at a depth z+

0 = 1/µ′s. At an index-matched boundary no
photon current is allowed back into the medium. In the case of
an index-mismatched boundary the only inward directed current
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3.5 Fluorescence diffusion equation

Figure 3.7. Positive (+) and
negative (−) source configuration
in a homogeneous slab.

is due to the reflection at the boundary. This boundary condition
can approximately be described by placing a source with negative
strength at a distance z−0 = −2zb − z+

0 where zb = 2AD. This
is called the extrapolated boundary condition (EBC) since prac-
tically it renders a virtual boundary at z = zb where the fluence
rate is zero, Figure 3.6 [141]. The fluence rate is given by the sum
of the two isotropic sources, i.e.

Φ(r) =
P

4πD

(
exp(−µeffR

+
0 )

R+
0

− exp(−µeffR
−
0 )

R−0

)
(3.29)

where R+,−
0 =

√
ρ2 + (z − z+,−

0 )2, indicated in Figure 3.6.
In the case of two boundaries, also called an infinite slab, the
boundary condition should be satisfied at both interfaces. The
procedure is the same as above but instead of two sources an in-
finite sum of sources is retrieved [134]. The z-position of a source
with index m in the series can be expressed by [166]

z(+)
m = 2m(d+ 2zb) + z

(+)
0 (3.30)

z(−)
m = 2m(d+ 2zb)− 2zb − z(+)

0

m = 0,±1,±2,±3, ...

Figure 3.7 depicts the positive and negative sources for m = 0,±1.
The fluence rate at any point within the slab now becomes

Φ(r) =
P

4πD

m=+∞∑
m=−∞

exp(−µeffR
+
m)

R+
m

− exp(−µeffR
−
m)

R−m
. (3.31)

As above the distance is given by R+,−
m =

√
ρ2 + (z − z+,−

m )2.
Equation (3.31) was used in Paper I when modelling the light
within a slab due to a laser beam irradiating the surface within a
small spot.

3.5 Fluorescence diffusion equation

The forward models described above can be extended to fluore-
scence light propagation. Consider a fluorophore within a volume
V of infinitesimal volume δV at a position r. The excitation light
at this position is denoted Φx(r). As described in Section 2.3 the
coupling between excitation and emission light is governed by the
fluorescent yield, i.e. η = γ × µaf , where µaf is the fluorophore
absorption coefficient at the excitation wavelength. Since the flu-
orophore is small and finite it can be treated as a point source
denoted qm(r) = γµaf(r)Φx(r) [153, 167]. The fluorescence for-
ward model is then given by two coupled equations; one for the
excitation light and one for the emission light, as schematically
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Simulating diffuse light

Figure 3.8. Schematic of the
photon migration of excitation
light and fluorescence light.

depicted in Figure 3.8. Adopting the steady-state DE the fluore-
scence forward model becomes [40, 168–170]

[−∇Dx(r)∇+ µax(r)] Φx(r) = q0(r), (3.32)

[−∇Dm(r)∇+ µam(r)] Φm(r) = Φx(r)γµaf(r). (3.33)

Here x and m denotes excitation and emission respectively. Equa-
tions (3.32) and (3.33) omits any temporal characteristics since
they describe fluorescence propagation induced by a continuous
light source. Conversely when a short light-pulse governs the ex-
citation, at time t, the fluorescence lifetime will induce a temporal
lag before the emission photon is generated, at time t′. In order
to retrieve a time-resolved fluorescence forward model the steady-
state DE is replaced with the time-domain analogue, i.e. Equa-
tion (3.9). Assuming a mono-exponential decay the fluorescence
point source for time-resolved fluorescence can be defined as [168–
170]

qm(r, t) =
γµaf

τ

t∫
0

exp

(
−(t− t′)

τ

)
Φ(r, t′)dt′. (3.34)

Correspondingly in frequency-domain the fluorescent point source
is defined through [40, 142, 168, 170]

qm(r, ω) = Φx(r, ω)γµaf(r)
1− iωτ(r)
1 + ω2τ(r)2

. (3.35)

The solution of the fluorescence forward model is typically re-
trieved through a two-step FEM-solution. Throughout this thesis
the steady-state fluorescence model will be considered while it is
solved adapting a frequency-domain FEM-solver with frequency
ω = 0.
Analytical schemes exist when the bulk optical properties, i.e. µa
and µ′s, are homogeneous. In order to satisfy homogeneity the
condition µaf << µa should hold. In essence this means that the
fluorophore absorption coefficient must be so small that it does not
perturb the excitation field. With notation according to Figure 3.8
the fluorescence fluence rate is given by [168, 171]

Φm(rs, rd) =
∫
V

Φx(rs, r)γµaf(r)g̃m(r, rd)δV (3.36)

Φx and g̃m is the excitation fluence rate and fluorescence escape
function respectively and can be identified in Equation (3.26). The
spatial extent of the fluorophore causes implications for retrieval
of explicit solutions to Equation (3.36). Assuming a homogeneous
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3.6 Reciprocity theorem

distribution, i.e. µaf(r) = µaf the fluorescence at a radial distance
|rd − rs| from the source becomes [168, 172–174]

Φm(rs, rd) =
P0γµaf

4πDxDm

1
|rd − rs|

× (3.37)

· · ·

exp(−µeff,m |rd − rs|)(
µ2

eff,x − µ2
eff,m

) − exp(−µeff,x |rd − rs|)(
µ2

eff,x − µ2
eff,m

)
 .

Here Φx and g̃m from Equation (3.26) has been inserted explic-
itly into Equation (3.36). In addition to the homogeneous case
above several simplifying models have been presented where the
inclusion is taken to be spherical [172] or layered [175, 176]. Since
these models are somewhat restricted to special cases the common
way for arbitrary fluorophore shapes, if not FEM, is to discretize
Equation (3.36) and calculate the fluorescence photon propagation
through a matrix multiplication [171].

The discussion above adapts the DE in order to solve for the
fluorescence photon migration. The RTE, and higher order ap-
proximations of the same, are also applicable to fluorescence. In
the same way as the coupled DE:s were formed, coupled RTE:s
can be implemented although with a substantial increase in com-
putational cost [144, 177, 178]. Another approach is to utilize the
Monte Carlo method given that symmetry can be exploited, e.g.
cylindrical symmetry [167].

3.6 Reciprocity theorem

An important principle within diffuse optical modelling is the reci-
procity theorem [126, 153]. With notation from Figure 3.8, reci-
procity means that the fluence rate at a detector location rd due
to a source in r is identical to the case when the source and de-
tector positions are switched. An example where this fact can be
employed is in Monte Carlo simulations of fluorescence exitance.
Here the fluorescence light is simulated as it originated from the
surface instead of the true location within the medium. With a
corresponding, normal, excitation light simulation the fluorescence
exiting the boundary can be retrieved by convolution of the two
photon distributions, incorporating some additional scaling fac-
tors [153, 179]. Another example is the effective calculation of
the system matrix used for diffuse optical tomography as will be
further explored in Chapters 4, 5 and 6.
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Chapter 4

Estimating tissue properties

The essence of medical imaging of scattering media, employing vis-
ible and near infrared light, is the quantification of optical prop-
erties. As discussed in Chapter 2 these properties can reflect the
tissue condition providing means for disease diagnosis. In this
chapter the methodologies for estimating tissue optical properties
are introduced. The discussion herein is confined to schemes and
techniques with the purpose to assess optical properties in a rea-
sonably large medium. This accomodate the use of any of the
forward models discussed in Chapter 3.
The contents of present chapter is given by Figure 4.1.

Figure 4.1. Graphical representation of the contents of present chapter.
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4.1 The inverse problem

Figure 4.2. The inverse problem.

4.1 The inverse problem

A measurement of the light exiting the boundary of a scattering
object can reflect the attributes of the properties throughout the
medium. The inverse problem constitutes the procedure where
these attributes are sought given a set of exitance measurements.
The inverse model then constitutes the mathematical formalism
of the problem at hand, see Figure 4.2. Within the scope of this
thesis model-based inversion schemes are considered. Essentially
this means that the problem is to find the optical properties where
the residual between the measurements and the forward model is
minimized.

The measurements, or any transformation of the same, are de-
scribed by the measureable1, denoted y. The forward model is
given by

G(x) =M [Φ(x)] (4.1)

where the measurement operator,M, is dependent on the detector
model as discussed in Section 3.3.3. The vector x represents the
unknown tissue property that is sought, e.g. µa, D or η.

Within the least squares framework the objective function to
minimize is given by2

Ω = ||y −G(x)||2 . (4.2)

A solution is retrieved by finding the optimal x where Equa-
tion (4.2) is minimized.

4.2 Measurement geometries

The light escaping the boundary of a medium can be collected in
several ways. In Figure 4.3 the general geometries are summa-
rized. Here remittance refers to light that have propagated inside
the medium and returns on the same side as the incident light
source. Conversely the transmittance travels through the tissue
and escapes on any opposing side relative the source. Omitted in
Figure 4.3 is the specular reflectance, i.e. direct reflection of the
incident light on the boundary, since this light macroscopically
never enters the medium.

a) Point remittance

With a single fiber, or fiber-bundle, the aim is to assess the tissue
properties within a small volume beneath the fiber-tip. Typical

1In Chapter 3 the exitance, i.e. the measured intensity, was defined by Γ.
The measurable is introduced in order to generalize the formal treatment.

2The Euclidean norm, i.e. ||y −G(x)||2 =
MP

i=1
[yi −G(x)]2 where M is

the number of measurements.
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Estimating tissue properties

Figure 4.3. a) Point remittance,
b) Spatially resolved remittance,
c) Spatially resolved
transmittance, d) Interstitial
spatially resolved transmittance,
e) Non-contact remittance, f)
Non-contact transmittance.

applications are within endoscopic investigations where the opti-
cal measurement acts as guidance for e.g. a biopsy [43, 180]. Due
to the small distances involved (light is delivered and collected
by essentially the same fiber) detailed analysis of the probed vol-
ume is required [181]. Here Monte Carlo methods form the gold-
standard [182–184]. Studies trying to limit the need for forward
modelling exist. One example is the scattering-independent geo-
metry where the measurement is effectively insensitive to the tissue
scattering properties if the source and detector is placed at a cer-
tain distance [185]. Conversely there exist techniques trying to
utilize the elastic scattering for tissue diagnostics [24]. Fluore-
scence point spectroscopy can also be adapted to the point remit-
tance geometry. For instance in applications where atherosclerotic
plaques [42, 186] or cancerous tissues [187, 188] are to be diag-
nosed.

b-d) Spatially resolved remittance/transmittance

When assessing larger tissue volumes the optical fibers need to
be separated in space [141]. Dependent on the source-detector
distances proper forward models can be exploited for evaluation
of the measurement signals. In particular the DE can be adopted
if the measurements are acquired far from the source within a
medium of sufficiently high scattering, see Chapter 3 [173, 175].
The mathematical aspects will be further discussed in Section 4.3.

e-f) Non-contact remittance/transmittance

A valuable tool in diffuse optical imaging is non-contact measure-
ments. Using e.g. a CCD-camera an image of the region-of-interest
is retrieved where every pixel can be treated as a small detector.
Normally spectral filters are employed so that images in different
spectral bands can be collected [189–193]. The ample amount of
data available can be used for spectral image processing where de-
lineation of malignant tissue is the problem at hand [194, 195].
The result of such a survey is a contrast image where spectral
anomalies are visualized. Employing a forward model to describe
the image contrast provide means for rendering images of the in-
terior distribution of e.g. a fluorophore. This will be rigorously
discussed in Section 4.4.

4.3 Homogeneous optical properties

When the spatial extent of the optical properties is neglected the
medium is defined as homogeneous. This approximation is use-
ful in numerous occasions. Measurement geometries such as those
shown in Figure 4.3a-d are typically applied. All of the schemes de-
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4.3.1 Spatially resolved spectroscopy

Figure 4.4. a) Spatially resolved
measurement geometry, b)
Experimental data (+) and the
LLS fit (-).

scribed below can easily be extended to multispectral analysis thus
motivating the family name diffuse optical spectroscopy (DOS).

4.3.1 Spatially resolved spectroscopy

Consider a case where the absorption and reduced scattering coef-
ficients are to be evaluated using spatially resolved spectroscopy.
The measurement setup seen in Figure 4.4a, can be employed
where an interstitially placed source fiber delivers a constant and
continuous power P0 into the tissue. The exitance is dependent
on the radial distance from the source as described by the Green’s
function to the DE, see Equation (3.26). This fact can be ex-
ploited in order to assess the optical attenuation of the medium.
The exitance measured at source-detector distance ri is given by
Γi. M spatially-resolved measurements are performed whereas the
analytical Green’s function is adopted as the forward model.

The measurement operator is here assumed to impose a cal-
ibration constant on the measurements, so that G(x) = CΦ(ri).
Since the Green’s function is non-linear with respect to the sought
parameters the transformation yi = ln(riΓi) is useful to render a
linear equation system of the form

y =


y1

y2

...
yM

 =


1 −r1

1 −r2

...
...

1 −rM


[
x1

x2

]
= Jx (4.3)

where x1 = ln
(
CP0
4πD

)
and x2 = µeff [131]. The solution that min-

imizes the residual between the forward model and the measure-
ments, in the least squares sense, is given by the Linear Least
Squares (LLS) normal equations [196]

JTJx = JTy. (4.4)

An example of the fit is shown in Figure 4.4b. The calibration con-
stant C accounts for instrument dependent constants and includes
factors such as collection efficiency and detection quantum yield.
In addition, C transforms fluence rate to exitance as discussed in
Section 3.3.3. If the calibration constant is explicitly known both
D and µeff are retrieved from x1 and x2. Subsequently µa and µ′s
can be calculated from µeff and D [197, 198]. Without absolute
calibration only the effective attenuation coefficient is retrieved.
Although the linear transformation adopted in Equation (4.3) is
advantageous, non-linear least squares could be applied leading to
an iterative scheme. This is a special case of the scheme to be
described in Section 4.4. Spatially resolved steady-state measure-
ments are easily implemented with relatively limited requirements
on instrumentation.
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Figure 4.5. a) Time-resolved
exitance (the source light pulse is
shown for reference), b)
Intensity-modulated exitance.

4.3.2 Time- and frequency-domain spectroscopy

Conversely to the steady-state instrumentation more sophisticated
measurement methods exist that utilize time-resolved or intensity-
modulated optical signals. In time-domain the source attributes
a short light pulse. When the burst of light travels through the
tissue the photons are randomly scattered. When the photons
reach the detector position they will have propagated different
path-lengths through the medium. This means that a short pulse
will be broadened in time as a result of the different times re-
quired to reach the detector for different photons. Collection of the
photons at a certain distance from the source with e.g. photon-
counting instrumentation yields a photon histogram similar to Fig-
ure 4.5a [134, 199, 200]. The inverse problem comprise the pro-
cedure to fit the measurements to a forward model. One alterna-
tive of forward model is to utilize the time-domain Green’s func-
tion Equation (3.28) although higher accuracy has been reported
when a Monte Carlo scheme is adopted [140, 199, 201]. An im-
portant feature of the time-resolved technique is that both µa and
µ′s can be separated, even at one fixed source-detector distance.
This aspect arise from the fact that higher scattering will cause
the photons to arrive later in time, meaning that the dispersion
curve in Figure 4.5a is translated to the right (although with de-
creased exitance). The absorption imposes a different effect since
it will change the asymptotic slope in logarithmic scale of the dis-
persion curve. This is also verified by the asymptotic behaviour of
Equation (3.28) since its temporal dependence is ∼ exp(−µact) .

The frequency-domain technique utilizes an intensity-
modulated laser instead of a pulsed laser. When irradiating the
tissue with sinusoidal varying source-power the light collected by
the detector will also be sinusoidal although with a phase-shift
(φ) due to the propagation through the tissue, see Figure 4.5b.
In addition the amplitude is diminished relative the source
amplitude, commonly referred to as demodulation. In Figure 4.5b
the demodulation is calculated from the signal amplitude as
(c/d)/(a/b). The phase and amplitude is practically retrieved
using frequency-mixing where an explicitly known signal is mixed
with the detected signal in order to extract the phase difference
and amplitude [202]. The frequency-domain technique also has
the capability to separate absorption and scattering. The quest is
to fit the phase lag and demodulation to e.g. the Green’s function
to the frequency-domain DE [131, 202]. Although one frequency
is in theory enough for complete separation normally several
frequencies are utilized within the range of 10-500 MHz.
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Figure 4.6. The light propagation
between a source and a detector,
referred to as a projection. It can
also be interpreted as a sensitivity
map between source and detector
where regions with high value
(red) will affect the measurement
to a higher extent.

4.3.3 Fluorescence spectroscopy

In fluorescence spectroscopy one or several homogeneously dis-
tributed fluorophores are to be assessed. The typical approach is to
apply a fiber optic probe [174, 176, 203]. When point-remittance
geometries are employed the use of forward models can be avoided
in the evaluation by adapting empirical schemes. Such approaches
require calibration and probe configuration in order to quantify
the fluorophore [204, 205]. Without pre-calibration only relative
evaluation can be performed, as was done in Paper V. Another
approach is to fit Monte Carlo simulations to the probe measure-
ments [167]. For longer source-detector distances the DE can be
applied. By fitting Equation (3.38) to the fluorescence, as well as
reflectance measurements, the fluorophore concentration can be re-
trieved [172, 173]. The fluorescence from a homogeneous medium
will mainly be induced close to the source. In high absorbing me-
dia, i.e. shorter excitation wavelengths, fluorescence can be treated
as if it originated from a point source. At longer wavelengths the
excitation light distribution might extend over a larger volume
hence the spatial extent of the fluorophore must be incorporated.

4.4 Heterogeneous optical properties

The method to estimate heterogeneous optical properties is com-
monly referred to as diffuse optical tomography (DOT). Here a
spatial map of the optical properties within the medium is sought.
The medium is then discretized into a (large) number of voxels
where the problem is to find the optical properties in every el-
ement. Evidently there is a similarity between X-ray computer
tomography (CT) and DOT since both schemes render maps of
the interior distribution of the imaging target. With this in mind
the name diffuse optical tomography is motivated. On the other
hand the techniques are completely different since X-rays propa-
gates with little diffraction through the body owing to the high
energy of the photons. Within the visible and the near infrared
wavelengths regions the scattering imposes a limit to the achiev-
able image quality. Another difference is the imaging contrast that
in X-ray CT is produced by attenuation. As described in Chapter 2
the use of light present possibilities to choose the imaging target
among absorbing chromophores, scattering structures as well as
fluorophores. Due to the flexibility of imaging agent there exist a
wide variety of applications. In Chapters 5 and 6 DOT with the
aim to localize and quantify fluorophores will be further explored.
Here the framework for reconstruction of the spatial distribution
of the optical properties is given.

Consider a measurement setup consisting of several sources and
detectors distributed over the surface, or in the interior, of an
object. Each combination of one source and one detector is called
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a projection, depicted in Figure 4.6. A total of M projections are
acquired while the object domain is discretized into N voxels. Due
to the scattering, light does not travel in a straight path between
the source and detector but instead the whole volume is probed.
Essentially this means that a small perturbation placed inside the
object will affect all detected signals [206].

4.4.1 Perturbation approach

Let’s assume that the initial optical properties, denoted x0, give
rise to the measurements y0 = G(x0). A small perturbation ∆x
will alter the measurements and the new measurements are de-
noted y. The perturbed solution is retrieved through a Taylor
expansion of Equation (4.1) around x0 given by

y = G(x0) +
∂G

∂x
(x− x0) + · · · . (4.5)

Defining ∆y = y − y0, ∆x = x − x0 in addition to the Jacobian
matrix J = ∂G

∂x , the perturbation can be retrieved by solving

∆y = J∆x. (4.6)

When applying Equation (4.6) to absolute intensity measurements
the problem is commonly referred to as the Born approxima-
tion [207]. The perturbation approach can be adopted for ex-
ample when hemodynamics are to be studied [208]. Typically two
datasets are acquired; before and after a specific event has occured.
The relative change of the optical properties is then reconstructed.
The main problem is that the optical properties in the initial state
must be known. Initial efforts in DOT applied the perturbation
approach due to solution methods adopted from X-ray CT can be
applied. Typically Algebraic reconstruction technique (ART), and
derivatives of the same, are used to invert Equation (4.6) [209, 210].
Due to the fundamental ill-posedness of the problem, as described
above, perturbation models have limited applicability to general
problems [211]. Instead a more general scheme can be adopted.

4.4.2 Formulation of the general problem

As stated earlier the high scattering within biological tissues causes
the photons the propagate throughout the entire volume of the
medium under study. This aspect renders the problem of find-
ing the N unknowns to become an ill-posed3 problem [214]. In

3In general terms a problem is termed ill-posed if the solution is non-unique
or if the solution is not a continuous function of the parameters. In practice
non-uniqueness means that there exist not only one distribution of optical
properties that yield the same exitance. Non-continuity on the other hand
states that if a small perturbation of the data can cause a large perturbation
of the solution [212, 213].
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addition the number of unknowns typically exceeds the number
of measurements making this an under-determined problem. A
consequence of the ill-posedness and under-determination is that
the inversion process, given by the minimization of Equation (4.2),
is unstable. The common way to solve such problems is through
regularization. Adapting Tikhonov regularization the objective
function now becomes [215]

Ω = ||y −G(x)||2 + λ||L(x− x0)||2. (4.7)

Here λ is called regularization parameter, L is a regularization
matrix while x0 is an initial guess of the unknown parameter.
Equation (4.7) constitutes a combination of two objective func-
tions; one where the residual should be minimized and one where
the solution norm should be minimized. The latter means that the
solution should not fluctuate too much [213, 214]. The selection of
λ and L is intricate and will be further discussed in Sections 4.4.4
and 4.4.5. A general solution to Equation (4.7) can be formed as
an iterative scheme where the solution x is sequentially updated
until convergence. The solution, detailed in Appendix B, is given
by

xk+1 = xk +
[
JTJ + λLTL

]−1 [
JT∆yk − λLTL(xk − x0)

]
(4.8)

where ∆y = y − G(xk). A prerequisite for convergence is that
the initial guess x0 is sufficiently close to the solution. This is
in practice achieved by performing a homogeneous fit according
to Section 4.3 prior to execution of the iteration scheme [216].
Equation (4.8) is applied whenever the forward model, G(x), has
non-linear dependence on the parameters, x. Typically this is the
case when the bulk optical properties, i.e. µa and µ′s, are to be
reconstructed.

A linear reconstruction scheme is retrieved when aborting the
iteration in Equation (4.8) after one iteration, so that

∆x =
[
JTJ + λLTL

]−1 [
JT∆y

]
. (4.9)

The linear scheme in Equation (4.9) can be applied in fluorescence
DOT, i.e. when the unknown parameter is µaf . This is appropri-
ate since the fluorescence forward model has, intrinsically, linear
dependence on the fluorophore concentration in its standard form.

4.4.3 The sensitivity matrix

The Jacobian, introduced in Equation (4.6), can be referred to as
a sensitivity matrix. This matrix holds information about how
large effect a small perturbation, of the optical properties, will
have on the measurements. For example if fluorescence intensity
measurements are acquired in a setup according to Figure 4.6 a
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small fluorescent inclusion positioned far from the projection is
hardly excited thus it has limited effect on the measurements. On
the other hand when the inclusion is placed in front of the source
or detector the presence of the fluorophore will become evident.
By visualizing one row in the Jacobian matrix, seen in Figure 4.6,
the spatial sensitivity of each source-detector combination can be
analyzed.

The explicit formation of the Jacobian is effectively achieved
through the adjoint formulation where the reciprocity theorem is
exploited, see Section 3.6 [217, 218]. Consider a setup where M
fluorescence measurements (Γm) are performed in a volume dis-
cretized into N elements, each with the volume ∆V . The forward
model for the j:th measurement, denoted with superscript (j) be-
low, is retrieved through discretization of e.g. Equation (3.36).
With Γm =M [Φm] = CΦm the forward model is given by

Γ(j)
m = C

N∑
i=1

∆V Φx(r(j)
s , ri)η(ri)g̃m(ri, r

(j)
d ). (4.10)

The reciprocity therorem is now applied meaning that g̃m(ri, rd) =
g̃+
m(rd, ri) where + indicate the adjoint form. The advantage of

the adjoint form is due to the reduction in computational cost.
Without the adjoint formulation the example above would require
N calculations of g̃m(ri, rd). The adjoint form yields the same
result through one calculation of g̃+

m(rd, ri).
Including all measurements, Equation (4.10) forms a linear

equation system given by y = CJx where

y =
[
Γ(1)
m ,Γ(2)

m , · · · ,Γ(M)
m

]T
,

x = [η(r1), η(r2), · · · , η(rN )]T ,

J =

 J1,1 · · · J1,N

... Jj,i
...

JM,1 · · · JM,N

 ,
Jj,i = ∆V Φx(r(j)

s , ri)g̃+
m(r(j)

d , ri).

The formation of the Jacobian presented above adheres to the
inverse problem when a fluorophore is to be reconstructed using
absolute intensity measurements. Measurement transformations
and normalization lead to modification of the sensitivity matrix.

A common approach to avoid absolute intensity measurements
is to use the normalized Born approximation [219]. Here the fluo-
rescence intensity measurements are scaled with the transmitted
excitation light. The measurable then becomes

y =
Γm
Γx

. (4.11)
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The Jacobian matrix must then be updated accordingly. The sen-
sitivity matrix for the normalized Born measurable is here denoted
J(NB), whereas J is the Jacobian defined above.

J(NB) =
1

Φx(rs, rd)
J. (4.12)

The normalized Born measurable has shown certain robustness to-
wards heterogeneous optical properties. Hence homogeneous rep-
resentation of the bulk optical properties is commonly employed
when the Jacobian is formed [220].

Another approach is to adopt the logarithm of the fluorescence
intensity so that the measurable is defined by

y = log Γm. (4.13)

The updated Jacobian, denoted J(log), is given by [221, 222]

J(log) =
1

Φm(rs, rd)
J. (4.14)

Here Φm is the forward model for the fluorescent light propagation
which depends on the distribution of the fluorophore. This means
that in each iteration of Equation (4.8), the Jacobian must be
updated according to the current solution.

In addition to the fluorophore reconstruction, utlizing any of
the Jacobian matrices presented above, the bulk optical properties,
i.e. µa and D, can be estimated. In analogy to the discussion and
notation above the Jacobian elements are [217, 218]

x y Jj,i

µa Γ Φ(r(j)
s , ri)g̃+(r(j)

d , ri)
D Γ ∇Φ(r(j)

s , ri)∇g̃+(r(j)
d , ri)

The discussion above considers one spectral band for the Jacobian.
When multispectral measurements are applied the Jacobian should
be expanded. The rationale is essentially to stack several matrices
into one large system matrix. Examples of multispectral sensitivity
matrices, with the intent to reconstruct spectrally resolved absorp-
tion and scattering coefficients, can be found in [142, 223, 224]. A
Jacobian matrix for spectrally resolved luminescence is presented
in [225] whereas reconstruction of fluorophores with different life-
times can utilize a system matrix reported in [226]. In Paper II a
multispectral Jacobian matrix is presented for multiple fluorophore
reconstruction. This will be further discussed in Chapter 5.

4.4.4 Regularization parameter

As stated before the problem is ill-posed and the Jacobian is typ-
ically ill-conditioned4. In order to alleviate this problem the reg-

4An ill-conditioned matrix has a large condition number. When such a
matrix is inverted small errors in the measurements can cause large errors in
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Figure 4.8. Result retrieved from
the L-curve method where the
corner (circle) indicates a good
balance between solution norm
and residual norm.Figure 4.7. The influence of regularization parameter on the inverse

problem. The reconstruction target is an absorbing inclusion seen in a).
The reconstructions using Equation (4.8) are shown in b)-h) where λ is
given by b) 100, c) 10, d) 0.1, e) 10−2, f) 10−3, g) 10−4 and h) 10−5.

ularization parameter λ and regularization matrix L were intro-
duced in Equation (4.7). The interpretation of the regularization
parameter is that it balances how much trust that should be given
to the residual norm relative the solution norm, in Equation (4.7).
If λ is large the solution will favor a small solution norm leading to
a smooth solution with little variation within the medium. Con-
versely a small λ allows a large solution norm while the residual
norm is kept small. In this case the optical properties will vary
with a high spatial frequency throughout the geometry. Hence the
regularization parameter can be interpreted as a filter factor that
controls the dampening of higher spatial frequency components in
the inversion process.

The linear system in Equation (4.9), with L = I, can be ana-
lyzed by singular-value-decomposition (SVD) of the Jacobian. It
can be shown that the filtering is actuated when λ > σi where
σi is the i:th singular value [214]. This explains the stabilizing
features of the regularization since too low singluar-values, due to
a ill-conditioned matrix, are filtered out. The effect of λ, when
L = I, is demonstrated in Figure 4.7.

In many cases the regularization is found with empirical
means [142, 228]. Typically the regularization parameter is set
to a high value initially and then decreased throughout the itera-
tion process. The iteration stops when the relative residual norm,
between two iterations, changes less than a predefined number. A
potentially more intuitive tool is the L-curve method [229]. Here

the solution [227]
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the solution norm and the residual norm are compared for different
values of the regularization parameter. The comparison is repre-
sented by a graph ideally with the shape of the letter ”L” where
the regularization parameter that yields the best balance between
the residual norm and the solution norm is given by the corner,
seen in Figure 4.8.

Due to its graphical representation the L-curve method is ap-
plied in many branches of inverse theory. In addition to DOT [210,
230] and Paper VIII some examples are in dose optimization prob-
lems for external beam radiation therapy (EBRT) [231] as well as
electron impedance tomography (EIT) [232]. In order to retrieve
the graph the inversion needs to be done for several regulariza-
tion parameters. Due to the inherited computational cost, this is
an evident disadvantage. Using SVD this problem can be slightly
alleviated [214].

4.4.5 A-priori information

In the discussion above the regularization matrix L was set equal to
the identity matrix I. In this case the diagonal of JTJ is made more
dominant through the addition of λI. This effectively stabilizes the
solution, i.e. the ill-conditioning is reduced. The regularization
matrix can take other forms as well [233]. Typically L is adapted
according to some a-priori information.

One implication in DOT is that all voxels within a medium
are not equally sensitive to an alteration of the optical properties
as discussed previously and seen in Figure 4.6 [234–236]. One ap-
proach to balance the decreased sensitivity at larger depths is to
modify λI. In spherical symmetry, e.g. DOT of breast tissue, a
radially dependent regularization parameter can be imposed [234].
This will increase the achievable resolution at larger depths. A
similar approach was applied in Paper I for a slab-shaped geo-
metry utilizing multispectral fluorescence measurements to guide
the regularization parameter.
Another approach is to impose prior information retrieved from an
additional imaging modality, e.g. MRI or ultra-sound. Different
tissue types are segmented from the complementary imaging setup
and the segmented images then act as a constraint to the DOT re-
construction [237, 238]. The approach relies on the assumption
that voxels within the same tissue region should have compara-
ble optical properties, i.e. vary smoothly. A common approach
is to define the elements in the regularization matrix according
to [233, 239]

Lj,i =

 0 if i and j are not in the same region
−1/N if i and j are in the same region

1 if i=j
(4.15)
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Subscripts i and j are column and row index respectively whereas
N is the number of nodes within the given region.

4.4.6 Alternative inverse models

Alternatives to the DOT rationale described in preceding sections
exist. The least squares objective function in Equation (4.7) is
essentially a special case of the Generalized Least Squares (GLS)
objective function [196]. Within this approach a weight matrix
is imposed onto the residual norm in addition to the regulariza-
tion matrix for the solution norm. The weight matrices are found
through a prior estimate of the covariance matrices. For extensive
information the reader is referred to [196, 240, 241]. The weight
matrices in the GLS approach allows prior knowledge about the
measurement characteristics as well as the optical property distri-
bution to be incorporated in the inversion.

Another, rigorous, alternative is the Bayesian framework. A
measurement model and prior constraints on the optical proper-
ties are included as probability density functions. The parameters
of these models are iteratively updated in order to find the maxi-
mum a posteriori estimate of the optical properties, i.e. the most
likely solution given the prior probability density functions [242–
244]. The use of prior models that describe the optical property
distribution provide a direct way to incorporate e.g. tissue-type
regions, segmented from other imaging modalities [245, 246].

Several factors can cause the Jacobian to grow in size. For in-
stance, high nodal density of the solution geometry, many sources
and detectors and multispectral measurements all cause the ma-
trix to become large. The computer memory then poses a limit.
Creation of the Hessian matrix can be avoided using Krylov meth-
ods [247]. When the explicit matrices are formed the solution can
be retrieved directly whereas utilizing Krylov methods the linear
system in Equation (4.9) is solved using an iterative scheme. In
brief such methods implicitly form the matrix-vector product ”on-
the-fly” as the iteration proceeds [248–250]. In Paper II a Krylov
method was used and the implementation will be further discussed
in Chapter 5.

Iterative gradient-based optimization schemes can also be im-
plemented for DOT [126, 251]. The general DOT, in Section 4.4.2
scheme linearize the objective function in order to retrieve an
update solution during the iteration process. In gradient-based
schemes the linearization is omitted and the gradient of the ob-
jective function is calculated using numerical means [252]. The
gradient is then used for a line-search in order to find to opti-
mal optical properties for each iteration. The advantage of these
methods is that the inversion of the Hessian matrix is avoided.
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Figure 4.9. A schematic flowchart
of the implementation of the
reconstruction of optical
properties.

4.4.7 Practical implementation

The previous sections have introduced the theoretical framework
for retrieval of heterogeneously distributed optical properties.
Within this thesis the practical implementation of this theory es-
sentially follows the flow-chart depicted in Figure 4.9. The steps
involved are briefly described below.

(i) The first step is to assign an initial guess of the optical prop-
erties where the iteration will start. The homogeneous mod-
els in Section 4.3 can be applied for this purpose.

(ii) A forward model, discussed in Chapter 3, describing the mea-
surement setup and geometry is executed utilizing the initial
guess. The model is computed on a forward mesh, or grid,
defined by the geometry.

(iii) The residual between measurements and forward modelled
data is calculated.

(iv) The governing system matrix, i.e. the Jacobian, is formed.
In general this is a computer intense process owing to the
large matrix size. The total number of source-detector pairs
in addition to the number of nodes in the forward mesh de-
fines the size of the Jacobian. In Chapter 5 the Jacobian for
fluorescence DOT will be further discussed.

(v) In order to reduce the matrix size in the inversion the Ja-
cobian is integrated onto a regular grid with coarser nodal
density. To some extent this leads to a reduction of the ill-
posedness. The main advantage though is the reduction of
the computational cost.

(vi) The optical properties are updated according to Equa-
tion (4.8) or (4.9).

(vii) The updated solution is mapped, or interpolated, onto the
forward mesh. In practice this step governs additional
smoothing of the solution.

(viii) The forward model, employing the new optical properties, is
executed again and the iteration proceeds until the residual
is smaller than a predefined convergence criterion.
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Chapter 5

Fluorescence imaging

As cancer evolves, cells will undergo mutations causing the tissue
physiology to change. In addition each evolutionary step is
preceded by cellular processes that promote, or inhibit, tumor
growth [4], schematically depicted in Figure 5.1. In this chap-
ter the role of fluorescence imaging to i) localize cancer and ii)
image cellular processes, will be discussed.

Clinical diagnosis using fluorescence as a source of contrast is
the focus of Section 5.1. Furthermore the field of molecular imag-
ing, where targeted imaging of biological events is performed, will
be described in Section 5.2. The intended use of multispectral
fluorescence measurements in three-dimensional imaging of diff-
use media is introduced in Section 5.3. The use of upconvert-
ing nanocrystals as means for autofluorescence-free imaging is dis-
cussed in Section 5.4.

5.1 Clinical photodiagnosis

A diagnostic method should optimally be able to distinguish malig-
nant cells, from normal, in the initial phase of cell mutation. It is
believed that the probability for successful treatment is increased
when therapeutic modalities are mobilized at an early stage of
cancer progression [2].

Fluorescence imaging provides versatile diagnostic means that
can be applied in clinic with reasonable cost, for real-time exam-
ination of tissue. In general fluorescence imaging is performed
using surface illumination and a camera equipped with spectral
filters [192], see Figure 5.2. This modality is referred to as pla-
nar fluorescence imaging since it renders planar 2D images of the
target region. During the past two decades a wide variety of mul-
tispectral imaging instruments have been developed for external
diagnostics [189, 254] as well as endoscope applications [194, 255].
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Figure 5.1. A schematic picture of
the progression of cancer, from
normal tissue to invasive tumor
and metastasis. Adapted
from [253].

Figure 5.2. Planar fluorescence
imaging.

Planar imaging with endogenous fluorophores

As mentioned in Section 2.3.1 the endogenous fluorophores are af-
fected by changes in biochemistry, e.g. due to alterations in cell
metabolism, within the tissue. These changes cause spectral differ-
ences, of the fluorescence emission, between (pre-)malignant and
normal tissue [256]. By detecting planar images of autofluores-
cence, after excitation with blue light, investigations of cervical
cancer [257], early gastric cancer [255], oral cavity [258], aero-
digestive tract [259] and esophagus [260] have been performed.
The general conclusion from these studies is that autofluorescence
imaging renders increased sensitivity, i.e. more malignancies are
diagnosed, compared to traditional white light examination. On
the other hand the investigations are commonly affected by many
false-positives, i.e. where benign tissue is characterized as malig-
nant. The main reason behind the low specificity is variation of
the optical properties within the bulk tissue [259]. In order to
remedy this, fundamental, problem efforts are now applied to the
development of miniature fiber-optic confocal microscopes as well
as optical coherence tomography systems [258, 259, 261]. In this
way, more detailed studies of the tissue structure can be performed
potentially leading to increased specificity.

Planar imaging with exogenous fluorophores

Fluorescence imaging where exogenous fluorophores are applied
rely on selective accumulation, or retention, in malignant lesions.
Within the clinical context, photosensitizers are widely used since
some of these have shown affinity to target cancer cells. The most
widely used agent is the prodrug ALA, forming the photoactive
agent PpIX, see Section 2.3.2. Improved specificity, due to dif-
ferential uptake, has been demonstrated in applications such as
bladder cancer [262], aero-digestive tract [259] and malignant skin
lesions [187, 263]. In Paper V a liposomal formulation of mTHPC
was administered to patients with basal cell carcinoma or squa-
mous cell carcinoma and subsequently imaged in order to delineate
the lesion.

Another important application of fluorescence imaging with ex-
ogenous fluorophores is as guidance during tumor resection. It was
shown, recently, that the use of ALA enhanced the capability to
remove all malignant cells, due to malignant glioma, as compared
to white light inspection [72]. Currently the same approach is
investigated within a clinical trial for prostatectomy [264].

Tomographic fluorescence imaging

All of the above mentioned studies use blue light for excitation.
When malignancies deeper within the tissue are to be diagnosed,
excitation light at a longer wavelength is required. The photons
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Figure 5.3. Schematic
representation of the
non-uniqueness in fluorescence
imaging. Two fluorophores of
unequal size will render the same
surface exitance.

Figure 5.4. Single projection
fluorescence tomographic imaging
in non-contact mode.

will propagate through the entire target volume, as opposed to the
superficially penetrating blue light, and consequently be affected
by the bulk optical properties. Care must then be taken when
interpreting the planar images from a fluorescence investigation
since it is not possible to discriminate between a large lesion at
shallow depth and a small lesion at larger depth, see Figure 5.3.
This effect can be termed the fundamental non-uniqueness of deep-
tissue fluorescence imaging.

The problem can be solved using a model-based approach, as
discussed in Section 4.4. Then additional measurements, i.e. from
multiple source-detector pairs, are adopted in the inverse model.
It is then possible to localize, and potentially also quantify, a flu-
orophore within the tissue.

The instrumentation for three-dimensional tomographic fluore-
scence imaging (FDOT) can take many forms. Typically a large
number of point-sources and point-detectors render datasets with
numerous source-detector pairs. The sensitivity then spans the
whole target volume allowing reconstruction of embedded fluo-
rophores.

Efforts within the clinical arena have mainly focused on the de-
velopment of schemes for breast cancer diagnosis. In a pilot study,
Corlu et al. imaged three patients with ductal carcinoma using
the systemic fluorophore ICG [265], see Section 2.3.2. The hy-
brid system utilize frequency-domain fiber-based remittance mea-
surements, see Section 4.2, to reconstruct the bulk optical prop-
erties [230]. Several wavelengths within the NIR-interval are em-
ployed, hence oxygen saturation, total hemoglobin concentration
and scattering properties can be assessed throughout the volume.
Fluorescence measurements were performed in transmission mode,
see Figure 5.4. The results demonstrated an increased fluorophore
contrast, within the breast, at locations that correlated well with
radiology examinations.

Davis et al. presented a method aiming to image localized
accumulation of the photosensitizer Lutex [222]. The rationale in-
corporated a fiber-based system where sources and detectors are
positioned around the perimeter of the breast, schematically de-
picted in Figure 5.5. In this phantom study the optical fibers were
aligned inside a MRI-system rendering means for co-registration
of important physiological and anatomical parameters. This mul-
timodality approach allows incorporation of a priori information,
discussed in Section 4.4.5.

Tomographic fluorescence imaging has also been investigated
with a system utilizing measurements performed in remittance
mode only. Here frequency-domain measurements, from a CCD-
camera [266] and recently a handheld probe [267], was used in
order to reconstruct inclusions made of ICG within optical phan-
toms. Although the feasibility of this setup was concluded the
results indicate that this measurement geometry has a limit with
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Figure 5.5. Fiber-based
multi-projection fluorescence
tomographic imaging.

Figure 5.6. Mouse during planar
fluorescence imaging.

respect to inclusion depth. This is particularly evident when the
inclusion is small and/or has low fluorescent contrast.

A pre-requisite for model-based fluorescence imaging is the
knowledge of the intrinsic optical properties, i.e. absorption and
scattering, prior to reconstruction. All of the systems, mentioned
above, have this feature. Furthermore the transmission measure-
ments are normally multispectral allowing derivation of the hemo-
dynamics, and scattering properties throughout the volume under
study. Changes in these parameters can, in addition to the fluo-
rescent contrast, form important means for disease diagnosis. Ex-
amples of applications where non-fluorescent tomographic imaging
systems have been clinically employed are breast imaging [268, 269]
and functional brain imaging [270, 271].

5.2 Molecular imaging

When cancer progress from normal tissue to malignant, numerous
cellular processes occur. For instance, activation of oncogenes or
tumor-suppressor genes and regulation of transcription factors af-
fect the tumor behavior. Imaging the cellular processes in vivo
will provide means for increased understanding of the complexity
of cancer. Furthermore by identifying tumor specific targets the
specificity of therapy and imaging can potentially be improved.
An example of a tumor-specific target is the epidermal growth fac-
tor receptor (EGFr). Another important aim in cancer research is
to investigate whether a treatment modality is effective. This can
be done in longitudinal studies where imaging agents are tracked
in vivo over time. All of the above mentioned aspects form the
motivation for research within the field molecular imaging (MI).

A large area of focus within MI is the development of new imag-
ing agents, holding the ability to specifically mark a cellular tar-
get, see Section 2.3.2. As the use of such agents in humans require
regulatory approvals investigations are performed pre-clinically on
animal models [61]. This fact has given rise to the equally frequent
name; small animal imaging (SAI). The intention is to translate
the imaging probes and instrumentation to the clinic. So far no
targeting probes have reached approval [272].

Many of the clinically available imaging modalities are also
used within the field of molecular imaging. In addition to fluore-
scence imaging; MRI, PET, SPECT, CT and Ultrasound can be
directly translated to SAI. Furthermore there exist some modali-
ties that are specific to animal studies. Intravital microscopy is a
valuable tool where a window is surgically implanted on the rodent
skin. As opposed to traditional microscopy methods, this scheme
allows imaging of tissues in vivo. Bioluminescence imaging (BLI)
is governed by the use of transgenic animal models where a re-
porter gene can express the enzyme luciferase. Luciferin is admin-
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Figure 5.7. Non-contact
multi-projection fluorescence
tomographic imaging.

istered to the animal and, following the enzyme reaction between
the two compounds, light is emitted within the spectral range 500-
580 nm [273]. Recently opto-acoustic imaging of small animals was
demonstrated [274]. Here fluorophores are used as absorbers that,
upon excitation, emits a pressure-wave which is collected at the
surface by an ultrasonic detector. This rationale showed improved
resolution of the rodent mouse brain. Summaries of present molec-
ular imaging modalities are found in e.g. [61, 272, 275–277].

The use of fluorescence imaging instrumentation for SAI is
partly motivated by the ample amount of different fluorophores,
discussed in Section 2.3.2. In addition, optical techniques pro-
vide higher sensitivity when compared to other techniques. Due
to the relatively short lifetime, in the order of ns, fluorophores can
be repeatedly excited since the fluorophore returns to ground state
after emission of a fluorescent photon. This leads to a high number
of photons emitted each second, hence low fluorophore concentra-
tions can be imaged [276, 278]. In addition the higher sensitivity
allows real-time imaging [279]. Factors such as photobleaching
and autofluorescence will, on the other hand, limit the achievable
sensitivity [278].

Tomographic fluorescence imaging

The evolution of instrumentation for SAI with the intent to tomo-
graphically reconstruct deeply embedded fluorophores started in
the beginning of present decade. Ntziachristos et al. investigated
the feasibility, and subsequently, the performance of a tomograph
comprising a cylindrical target chamber. Measurements were per-
formed using fiber optics, similar to Figure 5.5, with the animal
submerged in an index-matching liquid [219, 280]. In order to in-
crease the number of detectors a CCD-camera was introduced in
the setup. The high number of source-detector pairs governed the
capability to resolve embedded fluorophores separated by less than
1 mm when inclusions were placed at a depth of approximately 7
mm [281].

Using the system above Zacharakis et al. showed that the pro-
gression of lung cancer in a mouse could be tracked quantitatively
(number of cells) over 20 days [282]. GFP-expressing cancer cells
were implanted into the murine lung and the fluorescence emission
indicated the tumor growth.

Another study, performed by Ntziachristos et al. intended to
investigate the capability to image cathepsin B expressing tumors
in the brain of an animal model [283]. Overexpression of this com-
pound is related to many forms of cancers. An activatable fluore-
scence probe was employed, sensitive to the presence of cathepsin
B, see Section 2.3.2. Correlation between MRI and FDOT verified
the capability to tomographically reconstruct protease activity in
vivo.
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In order to avoid the need for index-matching liquids, non-
contact tomographic imaging setups were proposed [284, 285],
schematically depicted in Figure 5.4. Here the animal is placed on
a target plate where a laser spot is translated in two dimensions on
one side. In this way the number of sources can be increased ar-
bitrarily. Thus the setup provides larger datasets that reduce the
ill-posedness of the inverse problem to some extent. Another ad-
vantage is that the non-contact scheme provides slightly better im-
age quality than fiber-based setups using a corresponding number
of source-detector pairs [286]. A drawback is that the non-contact
imaging setup requires accurate reconstruction of the surface shape
of the animal so that the inverse problem is solved within the rep-
resentative geometry. Another version of the non-contact setup is
the fully rotational modality, seen in Figure 5.7. Opposed to the
non-contact scheme above, where the sources irradiate one side of
the animal (single-projection), here the mouse is rotated so that
full angular coverage is retrieved (multi-projection) [287, 288].

All of the above mentioned systems employ steady-state fluo-
rescence measurements but recently time-resolved tomographic
fluorescence imaging was demonstrated using targeting NIR flu-
orophores [289] and fluorescent proteins [290]. Although more
sophisticated instrumentation is required, the great advantage is
that the fluorescence lifetime can be retrieved. Fluorescence life-
time imaging provides a complementary source of contrast to the
integrated intensity.

A current trend in instrumentation development is the use of
multimodal rationales. Here fluorescence and complementary mea-
surements are co-registered. Such approaches include the combi-
nation of CT and FDOT for non-contact imaging of glioma [291].
Here the fluorescent agent PpIX, induced by ALA, was imaged
using a setup resembling Figure 5.7. The intention of using CT
was to delineate the animal shape although, as the authors state,
it can also be used for demarcation of the cranium. Although no
interaction between the two imaging modalities was employed the
feasibility to accurately reconstruct the photosensitizer was con-
cluded when fusing the post-processed images together.

In a similar CT-FDOT setup neurodegenerative disease was
imaged where different tissue types was retrieved from CT and im-
posed as prior information in the FDOT reconstruction [292]. A
NIR fluorophore targeting amyloid-β plaques was employed. Diff-
erent regularization parameters were assigned to the tissue types
leading to good agreement between in vivo reconstructions and ex
vivo investigations.

Simultaneous imaging using MRI and FDOT was very recently
demonstrated in the investigation of a NIR fluorophore, target-
ing EGFr on implanted pancreatic cancer cells in a small animal
model [293]. The organs, segmented from MRI, were included as
prior information in the optical reconstruction, see discussion in
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Section 4.4.5. The results indicated that the level of fluorophore in
each organ, and tumor, could be tracked using MRI-FDOT. Using
this approach the EGFr bearing cells could potentially be studied
over long time. This is important since response after therapy,
that targets EGFr, can be studied in vivo.

5.3 Multispectral tomographic imaging

Several reports propose the use of multi-labeling, meaning that
several cellular targets are imaged simultaneously using differ-
ent fluorescent probes [272, 282, 292]. In order to separate the
spectrally-encoded inclusions multispectral measurements are re-
quired.

When multiple fluorophores are imaged the emission spectra
can overlap hence images acquired in each spectral band will have
contributions from all fluorescent agents. Several image process-
ing schemes to distinguish the imaging probe have been proposed.
For instance Andersson-Engels et al. constructed a system with
the capability to simultaneously collect images in three spectral
bands [189]. The images were then used to form a contrast function
that could be used to distinguish regions with high photosensitizer
levels. When more spectral bands are available a method, normally
referred to as spectral unmixing, can be applied [294]. Reference
spectra for the relevant fluorophores, i.e. those present in the tissue
under study, are then fitted to the spectrally resolved intensities
for each pixel. In this way the multispectral dataset is decomposed
into maps detailing the distribution of each fluorophore. Recently
spectral unmixing was demonstrated when quantum-dots, posi-
tioned superficially on a mouse, were imaged [67]. It was shown
that the image-processing algorithm could separate each dot from
the autofluorescence background [295].

The rationale for spectral unmixing can be extended to tomo-
graphic imaging of multiple fluorophores. As an example, consider
two fluorophores, C1 and C2, with emission spectra according to
Figure 5.8a. The sensitivity matrix for the n:th spectral band is
denoted J(n) and defined in Section 4.4.3. Furthermore the ex-
tinction coefficient for C1 or C2 is given by ε1 and ε2 respectively.
The spectral characteristics are described by the yield, see Sec-
tion 2.3. The probability that the k:th fluorophore will emit light
within the n:th spectral band is denoted γ

(n)
k . The multispectral

Jacobian then becomes

J(MS) =


γ

(1)
1 ε1J(1) γ

(1)
2 ε2J(1)

γ
(2)
1 ε1J(2) γ

(2)
2 ε2J(2)

...
...

γ
(M)
1 ε1J(M) γ

(M)
2 ε2J(M)

 . (5.1)
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Figure 5.8. FDOT with two fluorophores (C1 and C2) with different
spectral characteristics. In a) the spectra for inclusion C1 and C2, b)
the simulated geometry, c) monospectral reconstruction (λm = 700 nm),
and d-e) multispectral reconstruction (λm = 670, 680, · · · , 750 nm) for
C1 and C2 respectively. Color scale is identical in all panels.

In order to elucidate the capability of multispectral reconstruc-
tion a simulation case of the geometry seen in Figure 5.8b was per-
formed. Excitation wavelength λx = 660 nm and emission wave-
lengths λm = 670, 680, · · · , 750 nm were used. Reconstruction
of the dataset, employing only one spectral band at λm = 700,
nm results in Figure 5.8c. The multispectral reconstruction is
shown, for C1 and C2, in Figure 5.8d-e. The ability to differ-
entiate between the fluorophores is clearly seen when compared to
Figure 5.8c. Some cross-talk between the fluorophores is evident,
most pronounced in Figure 5.8e. This is an effect of overlapping
fluorescence spectra, for the two fluorophores. This problem can
be alleviated by optimizing the choice of spectral bands [296, 297].
Another factor, that potentially can cause cross-talk, is the relative
balance between the measurements in different spectral bands. If
signal in one band is strong and the others are weak the recon-
struction will mostly be affected by the strong spectral band. One
approach is presented in Paper II. In the example above, no scaling
is applied.

Apart from spectral unmixing of multi-labelled datasets, mul-
tispectral reconstruction also renders reduced ill-posedness of the
inverse problem [296, 298]. This is a consequence of varying bulk
optical properties that affect each spectral bands differently, ef-
fectively adding independent information to the system. Another
way of stating this fact is that the inclusion depth is encoded in
the fluorescent spectrum [299]. Chaudhari et al. reported on im-
age improvements when expanding the acquisition to multispectral
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excitation, in addition to multispectral emission, which could be
explained by a reduction of the ill-posedness [300]. The spectral
encoding of the depth was exploited in Paper I in a somewhat
different manner. Instead of performing a multispectral recon-
struction the depth encoding was introduced in the regularization
parameter, hence guiding the solution to a prior estimate of the
location.

Several factors cause the multispectral system matrix, in Equa-
tion (5.1), to grow in size. Assume a scenario with multispectral
non-contact imaging in transmission mode where a laser-spot is
translated on one side. With 100×100 pixels, 10 spectral bins,
10×10 sources and a reconstruction grid of 10 000 nodes the Ja-
cobian matrix will have the size 10 000 000×10 000. This would
require approximately 800 GB of memory. Fortunately, the prob-
lem with large datasets can be alleviated in several ways.

Parallel programming followed by execution of the inverse prob-
lem on a computer cluster is one alternative [301]. Unfortunately
this leads to ample requirements on hardware not available for all.
Another approach is to only include subsets of the measurements
that cause a reasonable contribution to the inversion [302]. Here
subsets of source-detector pairs are selected based on their pro-
jection error, i.e. the error between measurements and forward
calculation. Only those subsets with large projection errors are in-
cluded in the inversion effectively reducing the size of the system
matrix. Effective inversion has also been reported using an ana-
lytical approach where the forward model is given by the Green’s
function to the DE in a slab-shaped geometry [303, 304]. Briefly
this approach relies on formation of a singular value decomposition
of Equation (3.36). The result is then used to form the pseudoin-
verse of the system matrix. Further details can be found in [305].

A Krylov-method, that avoids the explicit formation of the
Jacobian matrix, was used in Paper II in order to reduce the com-
putational cost. This is an iterative method implemented in com-
mon solvers for linear problems, such as the Generalized Minimum
RESidual (GMRES) algorithm. The problem to be solved is given
by Equation (4.9), and stated here again,[

JTy
]

=
[
JTJ + λLTL

]
x⇒ z = Hx. (5.2)

At iteration k the GMRES solver forms an approximate solution
xk as a linear combination of the vectors spanning the Krylov
subspace. These vectors are given by

{z,Hz, ...,Hk−1z} (5.3)

It is noted above that the matrix H is only accessed as a matrix-
vector product. Hence by introducing a subroutine that returns
the matrix-vector product at each iteration, Equation (5.2) can be
solved without the need to store the system matrix. The outline
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Figure 5.9. Energy level diagram
of the upconverting process.
Numbers indicate the 1- or
2-photon process while
non-radiative decays are omitted.

of this subroutine is given in Appendix C, adopted from Paper II.
A more detailed presentation is found in [250]. A comparison be-
tween a regular solver, where the matrix is formed and stored,
and the Krylov-method above was performed in Paper II. This
comparison verified a substantial reduction in computational cost
both in terms of time and memory allocation. Further information
about Krylov methods in general can be found in [247, 306] and
in a recent review within the field of inverse problems for diffuse
optics [307].

5.4 Nanoparticle-mediated imaging

In the section above spectral unmixing was discussed as a tool to
unravel the autofluorescence from the measurements. Since this
method relies on the knowledge of intrinsic fluorophore spectra,
these must be explicitly determined. The acquisition of base-
spectra is not always possible and relying on spectral libraries
might induce erroneous results [308]. Hence, there is a need for
autofluorescence-free imaging.

For this purpose upconverting nanocrystals were investigated
in Papers III and IV. These compounds have a unique feature in
that they emit anti-Stokes shifted emission, i.e. at a shorter wave-
length than the excitation light. Upconversion can occur through
several processes. In 1959 it was proposed by Bloembergen that in-
frared photons could be counted through detection of visible light
arising from a material, doped with ions, after sequential absorp-
tion [309]. This process, called Excited-State Absorption (ESA),
has low probability to occur since it is highly unlikely that two
incoherent photons will simultaneously excite a single ion. Using
coherent laser sources it is possible observe the ESA-process [310].
Another process, called Energy Transfer Upconversion (ETU), was
proposed by Auzel in 1966 where he suggested that upconver-
sion was mediated by an energy transfer between two rare-earth
ions [310]. The key point, made by Auzel, is that the energy trans-
fer occur between excited states in both ions. ETU is efficient
even when excitation is performed with incoherent light, hence it
is deemed to be the most dominant upconverting process. Other
processes can occur and a detailed discussion about these is given
in [310].

Upconverted emission has been observed in many materials but
the fluoride crystal NaYF4 is probably the most efficient [311].
ETU can achieved when doping the host crystal with the ion-pairs
Yb3+/Er3+ or Yb3+/Tm3+. The upconversion process for the lat-
ter ion-pair is depicted schematically in Figure 5.9. Yb3+ is called
a sensitizer and absorbs the excitation light. Energy is then trans-
ferred, non-radiatively, to Tm3+ which is called an activator. In
Figure 5.9, 1- and 2-photon energy transfer is indicated where the
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Figure 5.10. Reconstruction of a
rod inside a slab-shaped optical
phantom using a) upconverting
nanocrystals b) regular
fluorophore.

latter govern emission at 800 nm. This emission band was ex-
ploited in Papers III and IV. The efficiency of the upconversion
process is highly dependent on how the particles are produced.
For instance impurities, crystal structure and improper annealing
temperature can cause lower levels of emission [312, 313]. Further-
more the relative concentration of the two rare-earth ions play an
important role when aiming for higher efficiencies [311].

In order to use the nanocrystals for biomedical imaging, the
hydrophobic particles need to be made biocompatible. The com-
mon rationale is to coat the particles so that hydrophilic prop-
erties are achieved. Chatterjee et al. reported on the use of
polyethyleneimine (PEI) [68]. PEI holds amino groups that make
the compound water soluble. In addition the amino groups pro-
vide means for conjugation of targeting molecules, discussed in
Section 2.3.2. The study comprised investigations of cell viability
and tissue distribution of the agent in a murine animal. It was
concluded that the agent was non-toxic. Furthermore the authors
demonstrated targeted microscopic imaging of cancer cells holding
high levels of folate receptors. The nanoparticles were conjugated
with a folic acid effectively attaching to the surface of the cancer
cells. The agent was also administered subcutaneously rendering
a tissue distribution of the nanoparticles to depths of 10 mm. De-
spite the relatively large depth planar imaging in reflectance mode
was capable of detecting the fluorescence.

In another demonstration Jiang et al. produced silica-
coated nanocrystals conjugated with folic acid or Anti-HER2 an-
tibody [314]. In addition they attached a siRNA molecule to the
compound in order to investigate gene silencing in cells. This, mi-
croscopy, study verified the feasibility of targeted imaging using
upconverting nanoparticles.

The capability for autofluorescence-free imaging was demon-
strated in Paper III where a planar imaging setup was employed,
in transillumination mode. Based on phantom measurements, it
was verified that the signal-to-background was superior when com-
pared to a regular fluorophore, irrespective of background fluo-
rescence. The same was found by Vinegoni et al. who placed
nanoparticles in glass capillary tubes inserted in the esophagus of
a mouse, post-mortem [70]. The pilot study comprised particles
coated with polyethylene glycol (PEG) polymers.

In Paper IV, the feasibility of tomographic imaging of upcon-
verting nanoparticles was investigated. Since the upconverting
process is a two-photon process whereas a regular fluorophore is
excited by one photon the forward model must be modified. In
Paper III the fluorescence intensity was measured as a function
of excitation power and it was concluded that the dependence is
indeed non-linear. The source term for the fluorescent DE, see
Equation (3.33), is adapted by incorporating the parameter κ so
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that

qm(r) = CΦκx(r)η(r). (5.4)

For a regular fluorophore κ = 1 whereas κ = 2 holds for the up-
converting particles used here. C is a constant accounting for the
efficiency and η(r) is the unknown parameter to solve for. The
reconstruction results for upconverting particles and a regular flu-
orophore (Rhodamine 6G) are shown in Figure 5.10a and b, respec-
tively. It is seen that the non-linear fluorophore is slightly more
confined and affected by less artifacts than compared to the linear
fluorophore. The improved reconstruction results are believed to
arise mainly from the fact that no autofluorescence affect the mea-
surements. Another cause is that the quadratic source has a more
narrow sensitivity profile. Referring to the sensitivity profile in
Figure 4.6, the sensitivity map for a non-linear reconstruction will
have a slightly more narrow shape, close to the source. In prac-
tice this is seen when translating the source. Strong fluorescence
will mainly be emitted when the source is close to the non-linear
fluorophore. Hence the fluorescence measurements are more sen-
sitive to the position of the fluorophore. This increased, spatial,
sensitivity then renders the improved confinement of the inclusion.

Autofluorescence-free imaging has great potential in rendering
means for sensitive tissue imaging. Linear fluorophores are lim-
ited by the signal-to-background, where the background is defined
by the autofluorescence. Upconverting nanocrystals, on the other
hand, are limited by signal-to-noise in the detection setup. A
higher sensitivity of the imaging modality will render the possibi-
lity to investigate inclusions formed by a lower number of fluores-
cent compounds. In order to improve the sensitivity further the
efficiency should be increased. One way of doing so is to employ
higher excitation power using a scheme where a pulsed laser is used.
This rationale would provide high peak power for efficient upcon-
version while keeping the average power moderate. Optimization
of the excitation scheme in this way is of ample importance when
considering the intended use, i.e. small animal imaging. With a
moderate average power, side-effects such as tissue coagulation can
be avoided.
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Chapter 6

Photodynamic therapy

Photodynamic therapy (PDT) relies on the photodynamic action,
introduced in Section 2.4, where light, oxygen and a photosensi-
tizer interact, optimally resulting in tumor regression. Table 6.1
summarizes indications for which PDT has been approved within
EU, Japan and the US. In addition some clinical trials and pre-
clinical studies where active research is performed are mentioned
therein. It is not the intent to fully summarize PDT in the clinical
arena, instead the short summary included here will enlighten the
importance of dosimetry in clinically applied PDT.

The first malignant indications to be investigated in larger
scale, by Dougherty et al. in 1978, were cutaneous tumors and
metastases where spot-illumination governed the activation of
HpD [19]. The authors elucidated the need for dosimetry due
to two reasons. First, thick tumors failed to respond completely
to the treatment and second, healthy skin was destroyed when too
long treatment times were employed. In order to avoid the long
skin photosensitization following HpD-PDT, Kennedy at al. ad-
ministered the pro-drug ALA topically to invasive squamous cell
carcinoma on the skin [85]. Complete response was retrieved in
most tumors except cases where the tumor was thick.

PDT of superficial malignancies inside cavities have been ex-
tensively studied. Using optical fibers guided by endoscopes,
Photofrin-PDT has been shown to be an effective palliative treat-
ment option for unresectable lung cancers [315]. The same ratio-
nale can be adopted to treatment of papillary bladder cancer, i.e.
tumors residing in the bladder wall [316]. Here the need for in-situ
dosimetry was concluded by Star et al. who showed that the flu-
ence rate within the tissue can be manifold larger than expected
due to the scattering properties of the tissue [317].

In order to ascertain that the whole target volume received
a pre-defined light dose, theoretical forward models based on the
diffusion equation were developed [332, 333]. The intended use of
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Drug Approvals Investigations/Trials

Photofrin Esophageal, Lung,
Endobronchial, Gastric
Papillary bladder and
Cervical cancer [318]

ALA-PpIX Actinic keratoses [85] Brain [319]
Basal cell carcinoma [320]

BPD Age-related macular Pancreas∗ [90]
degeneration [321]

mTHPC Head and neck Prostate Paper VII
[322–324] Pancreas [325]

WST09 Prostate [326, 327]
Lutex Prostate [328]

Lung cancer∗ [329]

Table 6.1: Selected photosensitizers in use for clinical applications
as well as clinical and pre-clinical investigations. Current status
of clinical PDT is reviewed in e.g. [105, 330, 331]. ∗indicate pre-
clinical studies.

these models was to determine the treatment time so that healthy
tissue was left unharmed. Another, more practical approach, is to
tailor the light applicator to a custom design. A recent example
is the treatment of nasopharyngeal carcinoma, i.e. upper throat,
where a custom-made silicone light guide delivers therapeutic light.
In addition the applicator measures the fluence rate for in situ light
dosimetry assessment [334].

Progress towards the treatment of solid tumors was enabled
through the development of photosenstizers activated at longer
wavelengths, such as BPD, mTHPC, Tookad and Lutex. Further-
more deep-seated tumors can be treated when applying intersti-
tially placed optical fibers [19]. It is then of ample importance
that the fibers are guided to the intended location. Beck et al. ap-
plied ALA-PDT to eradicate brain tumors where the optical fibres
were placed stereotactically inside the tumor [319]. No evident
side-effects, following the treatment, rendered the conclusion that
ALA-PDT of recurrent and nonresectable malignant glioma is a
safe therapeutic option. The approach considered a fixed treat-
ment time and normal tissue destruction was avoided through se-
lective photosensitizer retention [72].

Recently, endoscopically applied interstitial PDT, guided by
CT and ultra-sound, was shown to efficiently induce necrosis
of tumors in the pancreas [325] and malignancies in the biliary
tract [335]. Both reports apply a fixed light irradiation scheme.
Furthermore they indicate a significant risk of complications due
to sensitive organs-at-risk surrounding the target region.
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The potential of using interstitial mTHPC-PDT as a treat-
ment option for recurrent head and neck cancers has been investi-
gated where ultra-sound imaging governs the guiding of treatment
fibers [322]. Here an empirical dosimetry approach was taken since
the fibers where placed based on the prior investigations of necro-
sis radius due to a fiber. Consequently, as the authors conclude,
the treatment response varies between patients.

As PDT progress towards deep-seated solid tumors it is evident,
based on the selected studies above, that more detailed dosimetric
considerations must be adopted. Firstly the proper light and drug
dose must be ensured throughout the whole target volume. Sec-
ondly the dose outside the target region must be limited in order
to avoid normal tissue destruction. Here the use of photosensi-
tizers with higher affinity to selectively accumulate in malignant
tissues, e.g. ALA-induced PpIX, can be considered. On the other
hand, the activation of this agent at 635 nm might be ineffective
when targeting larger volumes due to limited penetration depth.
Thirdly, patient-specific dosimetry should be applied in order to
limit patient-to-patient variability of treatment response [336].

In order to proceed towards individualized PDT dosimetry a
thorough understanding of the factors affecting PDT efficacy is
needed, which is given in Section 6.1. Following this section the
theoretical framework of how to achieve an effective treatment re-
sponse is discussed in Section 6.2. The use of interstitial PDT
for prostate cancer will be reviewed in Section 6.3 followed by
a discussion, in Section 6.4, about the PDT-rationale in Lund.
Lastly the approach to include tomographic fluorescence imaging
for dosimetry within prostate-PDT is presented in Section 6.5.

6.1 Factors affecting PDT efficacy

The route to tumor regression following PDT is affected by a num-
ber of factors such as choice of photosensitizer, concentration of
the photosensitizer, time between administration and irradiation,
light fluence dose, light fluence rate and oxygen availability. All of
these parameters can in addition affect each other, schematically
depicted in Figure 6.1 and further explained below.

Light dose, or fluence, is determined by integrating the flu-
ence rate over the treatment time.

• The mode of cell-death is dependent on the total light dose.
In general, studies show that a low light dose leads to apop-
totic cell death whereas a high light dose results in direct
necrosis [108, 109]. Since the fluence rate decreases with dis-
tance from light source, this leads to a spatial variation of
cell-death mechanism ranging from necrosis near the source
to apoptosis at longer distances.
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6.1 Factors affecting PDT efficacy

Figure 6.1. Factors that promote (full lines) or impede (dashed lines)
PDT efficacy.

• The fluence rate has another important role since several
reports conclude that a lower fluence rate render decreased
probability for cell survival while keeping the total fluence
constant [109, 337–340]. Using a higher fluence rate the
oxygen consumption increases and there is a predominant
risk for PDT-induced hypoxia [341, 342]. With a lower flu-
ence rate the oxygen consumption is kept relatively modest
although the treatment time is prolonged so that the cor-
responding light dose is reached. In order to avoid oxygen
depletion, at high fluence rates, fractionating the treatment
light has been shown to slightly improve the treatment out-
come. Here dark intervals, in the order of minutes, are in-
cluded allowing re-oxygenation of the tissue [343, 344].

• The light propagation can be affected by altered optical
properties due to the biological response. For instance
the treatment light attenuation can increase dependent on
temporal changes of oxy- and deoxy-hemoglobin concentra-
tion [345, 346]. In practice higher therapeutic light attenua-
tion leads to a smaller treatment volume.

Drug distribution and concentration, following administration to
the body, is highly dependent on what type of photosensitizer and
what type of delivery vehicle is used.
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• The binding sites for the photosensitizers, see Table 2.1
in Section 2.4.2, determine the biological response. Drugs
bound to intra-cellular components will induce direct tumor
cytotoxicity, when localized to a malignant cell. Conversely,
photosensitizers that stay in in the blood vessels render vas-
cular destruction. In addition the photosensitizer can relo-
calize after light delivery has commenced, effectively alter-
ing the cellular PDT target [347]. The selectivity can be
improved when altering the drug formulation to e.g. a li-
posomal delivery vehicle administered systemically [348]. In
this case the intent is to increase the LDL-receptor targeting
by encapsulating the drug into liposomes [349].

• The drug-light interval (DLI), i.e. the time between admin-
istration of the drug and light delivery, plays a central role
in PDT. In general a long DLI will allow the drug to diffuse
out from the vasculature and potentially localize in cells. At
shorter DLI the drug still remains in the vasculature lead-
ing to a vascular response [91, 350, 351]. Pharmacokinetic
studies on mTHPC administered intravenously in animals
have shown that the drug level in tumorous tissue increase
while normal tissue level remain constant over a period of
1-3 days [352, 353]. The differential uptake has spawned the
rationale to deliver light at longer DLI, typically 2-4 days.
On the other hand more recent studies report that the long-
term PDT outcome can be improved while using shorter DLI,
within 3-5 hours [354, 355].

• The photosensitizer concentration available for mediating
PDT-reactions can be reduced through photobleaching.
mTHPC is proposed to mediate a Type II-reaction hence
singlet oxygen is responsible for cell damage [93]. The bleach-
ing of the drug occurs when the singlet oxygen reacts with
the photosensitizer. Hence a higher local singlet oxygen con-
centration would induce increased photobleaching rate, for a
given light dose. In analogy with the discussion above the
photobleaching of mTHPC has been shown to depend on
the fluence rate where a lower fluence rate leads to faster
bleaching [356, 357].

• Drug distribution can affect the light propagation. A high
drug concentration will increase the absorption coefficient
of the medium and in worst case diminish the treatment
volume, referred to as shielding [358].

Oxygen is supplied to the tissue via re-perfusion from the blood
vessels.
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• Following a vascular response to PDT, ischemia can occur.
As mentioned above the long-term treatment efficacy is im-
proved through vascular damage [359].

• Oxygen is transported by oxy-hemoglobin and since oxygen
is consumed during PDT the ratio between oxy- and deoxy-
hemoglobin can change. This can lead to alterations in the
absorption within the medium hence affecting the light prop-
agation [346].

With the interdependent relations between the factors above, it
is clear that rendering a therapeutic response to PDT is intricate
and care must be taken when optimizing treatment parameters. A
remedy to the complexity is retrieved through the threshold dose
concept. Discoveries were made of a marked boundary between
necrotic and healthy tissue following light irradiation, in the pres-
ence of photosensitizer and oxygen [360]. In order to describe this
effect the threshold dose was introduced [361]. This dose defines
the minimum level of reactive oxygen species that will induce di-
rect cell death [358]. As will be discussed in the following section
the threshold dose forms the fundamental assumption in several
PDT-dosimetry models.

6.2 Dosimetry models

A dosimetry model should be able to predict the biological re-
sponse to therapy. Generally, a dose metric is defined that opti-
mally correlates to the response.

In treatment planning for ionizing radiation therapy (IRT), the
dose metric is given by the absorbed radiation dose in the tissue
volume. Here, dose-response curves can be defined that states
the probability for tumor control following therapy when using a
specific dose [8]. At the same time care must be taken so that
healthy tissue is spared [362].

In PDT, the same approach is taken when relying on the thresh-
old dose concept. The target tissue should receive a dose above
threshold, while healthy tissue should be exposed to a lower dose.
The complexity of PDT dosimetry arise when the dose metric is to
be defined. It is evident from the previous section that the route
to malignant cell death is affected by numerous factors. In order
to handle this complexity, various assumptions are made in the
dose models that will be presented hereafter.

In general, the necrosis is assumed to be mediated by direct cell
death hence apoptotic and immunological responses are omitted.
Furthermore, the cell death is mediated by the direct effect of the
threshold dose, i.e. not by any secondary responses due to cell
death in other parts of the tissue. Microscopic properties, such as
binding target and re-localization of the drug are also omitted.
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6.2.1 Dosimetry through biological response

As opposed to many other treatment modalities, in PDT the ini-
tial tissue response occurs promptly, making it possible to observe
readily during treatment [346, 359, 363–366].

Bold-MRI has for instance been applied during vascular tar-
geted PDT using Tookad [367]. It was shown that the MR-contrast
decreased upon light irradiation of an animal model indicating a
rapid deoxygenation of the tissue.

The blood flow can be monitored using Doppler-ultrasound
imaging [368] or optical techniques such as diffuse correlation spec-
troscopy [368] and interstitial Doppler optical coherence tomog-
raphy [369]. A reduction of blood flow is expected following a
vascular response to PDT.

In a recent pre-clinical study the feasibility of monitoring the
vascular destruction following ALA-PDT was shown using optoac-
coustic imaging [370].

More delayed tissue response is investigated days after treat-
ment using MRI [371]. A decreased contrast enhancement then
indicate necrotic regions that potentially can be used for correl-
ation to the threshold dose. Although a great potential arise in
biological response monitoring a dose-metric capable of predicting
the tumor outcome is yet to be defined.

6.2.2 Direct dosimetry

The principal mediator for PDT is singlet oxygen [73]. Within the
direct dosimetry model, this compound is monitored directly. A
dose metric can then be defined by

Doxy =

T∫
0

[1O2](r, t)
τ4

dt (6.1)

where τ4 is the singlet oxygen lifetime, before it reacts with a
substrate, and T is the treatment time.

Singlet oxygen can dissipate its energy by emission of pho-
tons at 1270 nm, called luminescence. Hence, integrating the lu-
minescence signal yields a direct measure of the singlet oxygen
quantity [372, 373]. The probability for emission of a luminescent
photon is small hence the signal will be weak. In addition, the life-
time of the transition is short due to the rapid interaction between
singlet oxygen and tissue substrates. Hence quite sophisticated
instrumentation is required. Typically, a pulsed laser emitting a
short laser pulse excites the singlet oxygen whereas a sensitive
NIR-photomultiplier tube (PMT) detects the signal after spectral
filtering [374]. The measurements are performed using fiber op-
tics although images can be achieved through raster scanning the
point source and detector [375]. Recently the direct dosimetry
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model was demonstrated to correlate with erythema and edema in
healthy volunteers following ALA-PDT [376].

6.2.3 Implicit dosimetry

Instead of detecting the singlet oxygen directly, measurements can
be performed where the measurable is affected by singlet oxygen.
In the case of Type II-reactions the singlet oxygen will oxidize the
photosensitizer in addition to the target tissue. The effect is called
photobleaching, where the concentration of the photosensitizer de-
creases. Ample amount of work has been devoted to the develop-
ment of models describing the bleaching kinetics, both mediated
by singlet oxygen and photosensitizer triplet state [377]. The ex-
perimental work is mainly performed on cell spheroids [339], but
pre-clinical animal studies have also been reported [378, 379].

Photofrin has been shown to undergo two kinetic mechanisms,
one mediated by singlet oxygen and one mediated by triplet state
reactions with tissue cells. The former is more pronounced at
higher concentrations whereas the latter occurs in case of low con-
centration [378, 380].

ALA-induced PpIX-bleaching depends on the concentration in
an intriguing way [381]. It was suggested, that the drug would
localize to different targets when concentration was altered. In
addition when bleaching is mediated by singlet oxygen, PpIX form
photoproducts [382]. These are photodynamically active hence will
contribute to the PDT outcome in a non-predictable way. Hence
it is questionable if ALA-PpIX is an appropriate candidate for
implicit dosimetry [383].

It has been reported that mTHPC is mainly bleached by sing-
let oxygen [93]. Hence, the response may be predicted using a
dose metric based on bleaching kinetics [384]. In order to pro-
vide a theoretical model of the interaction between light, drug and
oxygen, describing the bleaching process, ideally the kinetic rate
equations should be considered. These equations model the rate
of energy-transfer between photosensitizer ground state, excited
state, triplet state, oxygen levels and tissue target. A rigorous
derivation is given in e.g. [378].

A simplified case is reached when omitting photobleaching due
to photosensitizer triplet state reactions. Thus, only bleaching
kinetics mediated by singlet oxygen is described. The temporal
change of the photosensitizer concentration, [S0], is then given
by [377]

d[S0](r, t)
dt

= −kos[S0](r, t)[1O2](r, t). (6.2)

kos is the rate of interaction between singlet oxygen and the photo-
sensitizer. Through rearrangement and integrating over the treat-
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ment time, the implicit dose metric is defined by

Dps =

T∫
0

[1O2](r, t)
τ4

dt = − 1
τ4kos

[S0](T )∫
[S0](0)

d[S0](r, t)
[S0](r, t)

. (6.3)

Integration of the equation above yields

Dps =
1

τ4kos
ln
(

[S0](r, 0)
[S0](r, T )

)
. (6.4)

Dysart et al. proposed that an effective minimum concentration
should be included in Equation (6.4) [384]. The reasoning behind
this was that bleaching may be independent of photosensitizer con-
centration when the drug level is low. Singlet oxygen is generated
close to the photosensitizer molecule and subsequently diffuse to
the site where the oxidation of a substrate, or drug molecule oc-
curs. The diffusion length is short, in the order of tens to hundreds
of nm [385]. When the photosensitizer concentration is low, the
distance between drug molecules might be longer than the diff-
usion length. Hence, when a singlet oxygen molecule is generated
there is only one photosensitizer molecule, i.e. the parent molecule,
within the diffusion range. This effect is pronounced for drug con-
centrations below the effective minimum concentration, denoted
δ [380]. The implicit dose metric for the case of low photosensi-
tizer concentration then becomes [384]

Dps =
1

τ4kos
ln
(

[S0](r, 0) + δ

[S0](r, T ) + δ

)
. (6.5)

Equations (6.2)-(6.5) render a theoretical framework for the calcu-
lation of the singlet oxygen dose even when the oxygenation and
the light fluence rate change during therapy [386].

6.2.4 Explicit dosimetry

The most common approach is to use explicit dosimetry [76]. The
model relies on explicit assessments of the three components re-
sponsible for inducing the photodynamic action, i.e. fluence rate,
photosensitizer and tissue oxygenation.

The ability to control the irradiation and the drug quantity
administered to the patient motivates the definition of a dose met-
ric according to Equation (6.6). Considering a volume element,
positioned at r within a medium, the PDT-dose is given by

Dpdt(r) =

T∫
0

εS0 [S0](r, t)Φx(r, t)dt. (6.6)
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As before the spatially dependent drug concentration and treat-
ment light fluence rate are denoted [S0](r, t) and Φx(r, t) respec-
tively. εS0 is the extinction coefficient at the treatment wavelength
for the photosensitizer. This dose metric assumes non-limiting oxy-
gen availability.

If variation of the photosensitizer concentration is neglected,
both spatially and temporally, a dose metric can be defined that
only relies on the light fluence. The Fluence-dose is given by

Dflu(r) =

T∫
0

Φx(r, t)dt. (6.7)

This dose metric also assumes non-limiting oxygen availability.
Within the explicit dosimetry model, the threshold dose is

given by the PDT- or Fluence-dose required to induce the minimal
amount of singlet oxygen leading to cell necrosis. In order to
assess if the threshold dose is reached several alternatives exist
that estimate the light fluence, photosensitizer concentration and
oxygenation of the tissue.

Fluence-rate assessment can be made using calibrated op-
tical probes where the signal, integrated over treatment time,
yields the Fluence-dose [387, 388]. Such point-measurements are
valuable for yielding representative values of the delivered light
dose in one location. In order to render a spatial map of the
fluence rate throughout the entire target volume, model-based
approaches must be considered. The procedure is then to quantify
the optical properties followed by calculation of a forward model.

Within the scope of interstitial PDT, the optical properties are
typically evaluated through steady-state spatially resolved proto-
cols [389–391] and Paper VI. Here a homogeneous distribution of
µa and µ′s is assumed. In recent years heterogeneous models have
been reported utilizing tomographic schemes similar to the disc-
ussion presented in Section 4.4. Wang et al. adopted a translat-
able detector fiber within the prostate collecting light at different
distances from a steady-state light source [392]. Several reports
have been published where the optical fibers delivering and col-
lecting light are placed transrectally. Reconstruction of the optical
properites are then made using prior structural information from
ultra-sound [393, 394] or MRI [395]. Due to the risk of rectal wall
damage, using fibers for transrectal PDT treatment is not an op-
tion, but approaches such as these could render interesting means
for monitoring treatment progression with minimal invasiveness.
The capability is still to be verified in vivo.

Following the evaluation of optical properties, the forward
model yields the fluence rate throughout the medium. Within in-
terstitial PDT dosimetry development of a wide variety of forward
models have been reported. For example; accelerated Monte-Carlo
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methods [156], higher order approximations to the RTE [396, 397],
FEM-models [398] and semi-homogeneous models of the diffusion
equation [399] and Paper VI.

The calculation of fluence-rate in every location within the
target volume is inherently connected to pre-treatment planning.
The problem at hand is to tailor the light distribution so that the
whole target volume receives a Fluence-dose above threshold. In
addition to the treatment time the parameters to optimize are
positions, shape and power for the light sources [398, 400–402].
The pre-treatment, as well as real-time, dosimetry adopted within
the work of this thesis will be further discussed in Section 6.4.

Photosensitizer assessment can be achieved either through
absorption [389] or fluorescence [101] measurements. The drug
uptake in the target volume can vary between individuals as well
as within each individual. In order to compensate for differences
in photosensitizer accumulation, Zhou et al. compensated the
light delivery time based on pre-treatment point measurements
of photosensitizer fluorescence [88]. This approach rendered
less variation of PDT-response between individuals relative
Fluence-dose only.

In addition to the pre-treatment dosimetry, the photosensitizer
can be quantified during the treatment. Since the drug is often
subject to photobleaching the drug concentration, available for
inducing photodynamic action, dynamically decreases [356]. Sheng
et al. reported on improved treatment prediction following ALA-
PDT when relying on the calculation of an ”effective dose”. Here
the PDT-dose was calculated only within time windows when rapid
photobleaching was present [379].

Pursuing a model-based approach the photosensitizer needs
to be quantified throughout the target volume as function of
treatment time. In Paper VIII a scheme for three-dimensional
drug reconstruction is presented and will be further discussed in
Section 6.5.

Tissue oxygenation refers to the molecular oxygen present
in the tissue. It can be assessed through the oxygen partial
pressure (PO2) using electrodes [403]. The PO2 is related to the
oxygen carried by hemoglobin through the oxygen-hemoglobin
dissociation curve [58]. As presented in Section 2.2 the absorption
spectra for oxy- and deoxy-hemoglobin are different, hence oxygen
saturation can be assessed with optical techniques [345]. The
oxygenation level is of ample importance to monitor during
treatment since hypoxia will limit therapeutic outcome [404].

As seen in Equations (6.6)-(6.7), the oxygenation is not explic-
itly incorporated in any of the dose metrics. A theoretical model
describing the oxygen consumption during PDT and the oxygen
re-perfusion from a blood vessel has been presented [343, 405].
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Figure 6.2. Schematic picture of
the prostate anatomy.

Figure 6.3. Schematic picture of
the transperineal treatment route.

Although this rigorous mathematical model provide means to an-
alyze the inter-dependencies in the photodynamic pathway it relies
on the knowledge of vascular density which potentially is hard to
assess in vivo [405].

6.3 PDT for prostate cancer

Photodynamic therapy of the prostate was first reported by Win-
dahl et al., in 1990, who successfully treated two patients with lo-
calized tumors using Photofrin [406]. More than a decade later the
safety and feasibility was investigated for prostate-PDT governed
by ALA-induced PpIX [407]. 14 patients underwent transurethral
or transperineal IPDT, see Figure 6.3. The treatment did not tar-
get the whole gland but, despite this, lowered PSA values were
evident at follow-up 6 weeks post-treatment.

Nathan et al., at University College London, was the first to re-
port on mTHPC-mediated PDT of the prostate [408]. 14 prostate
cancer patients with local recurrence after radiotherapy (biopsy
proven) were treated three days after administration of the drug.
The treatment was performed transperineally using bare-end opti-
cal fibers that was translated to multiple sites. In 9 patients PSA
levels decreased compared to pre-treatment. Contrast-enhanced
MRI, within the first week post-treatment, showed that 91% of
the prostate cross-sections were necrotic. Side-effects included in-
continence and impaired sexual function.

Moore et al., also at University College London, later continued
the work on mTHPC-PDT now applied to untreated local prostate
cancer in 6 patients [409]. A total of 10 treatments were performed
using the same approach as above. 8 out of 10 treatments resulted
in PSA reduction ranging from 14-67% relative pre-treatment level.
MR investigations showed patchy areas of reduced enhancement in
some patients. Others had more distinct features of devasculariza-
tion, potentially indicating necrosis. Due to oedema and inflamma-
tion the prostate volume increased by approximately 30%, assessed
within the first week. The volume then decreased, 2-3 months post-
treatment, to about 30% relative base-line volume. Complications
following PDT were irritative voiding symptoms that resolved af-
ter 4 months. Furthermore the skin photosensitivity after therapy,
caused by prolonged retention of mTHPC, rendered a requirement
to limit light exposure to the skin within the first week. Since this
was a trial study no efforts were made to ablate the whole prostate
and consequently all patients had viable tumor cells in biopsies af-
ter treatment. The authors conclude the safety and capability, of
mTHPC-PDT, to induce necrosis but also enlighten the need for
dosimetry in order to destroy all glandular tissue.

Du et. al. and Verigos et al., at University of Pennsylvania,
presented a study where Lutex was administered to patients with
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Figure 6.4. Patient positioned in
lithotomy position during PDT.

localized recurrent prostate cancer after radiotherapy [328, 410].
The primary goal of the trial was to assess the maximally tol-
erated dose of Lutex-PDT using 732 nm treatment light. Time
between drug administration and treatment commencement var-
ied between 3 and 24 hours. In addition a vast arsenal of inves-
tigations were employed including measurements of optical prop-
erties [390], fluorescence spectroscopy of photosensitizer [101] and
optical assessment of tissue oxygenation [404]. The measurements
were performed by translatable spherical diffuser fibers where the
light fluence rate could be measured directly. 16 patients under-
went PDT using cylindrical fibers implanted transperineally. With
the highest PDT dose, PSA levels increased shortly after therapy
although returning to base-line within 1-2 months. At lower PDT
doses no impact on PSA was evident. The only complications
reported were that some patients experienced temporary urinary
retention after the procedure. After two years all patients had
increased PSA levels. The optical measurements performed pre-,
during and post- treatment all indicated substantial heterogene-
ity of optical properties and photosensitizer accumulation. Tissue
oxygenation was relatively constant for each patient but the total
hemoglobin concentration decreased during treatment. The con-
clusion of the study was that even though the mild and transient
complications render an attractive alternative to prostate cancer
therapy, the optical heterogeneity of the prostate must be taken
into account for proper light delivery.
In a subsequent report, from the same group, Patel et. al reported
on short and long term effect on PSA levels relative the PDT
dose [411]. This dose was defined as the product of the photosen-
sitizer concentration, measured pre-treatment ex vivo, and the in
situ measured light dose. Patients receiving high-dose PDT ex-
perienced a delay (82 days) to the time-after-treatment when the
PSA levels began to irreversibly increase relative low-dose PDT
patients (43 days).
This group has also developed a pre-treatment dosimetry software
intended to optimize parameters such as cylindrical-fiber positions
and lengths as well as irradiation power in order to tailor the emit-
ted treatment light according to a predefined doseplan [400].

Trachtenberg et. al. reported on vascular targeted photo-
dynamic therapy (VTP), using escalating drug-doses of the photo-
sensitizer WST09 [326, 327]. Within this trial 28 patients with re-
current prostate cancer after external beam radiation were treated.
Cylindrical fibers were used for light delivery to the whole gland
20 min after drug administration. Spherical isotropic probes for
fluence rate measurements at selected sites [389]. Complete re-
ponse was achieved in 60% of the patients who received high-dose
PDT, based on one-week post-PDT MR investigation that showed
avascular areas [371]. Biopsies from these patients showed no vi-
able cancer after 6 months. Complications such as rectourethral
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Figure 6.5. Instrument for
prostate-PDT.

Figure 6.6. Schematic picture
showing a trasversal slice of the
prostate. The dots are fibers
within two monitoring regions
where red dots are sources and
blue dots are detector fibers.

fistulae, in two patients, and decreased urinary function in patients
with a response to PDT were reported. The evaluation employed
a dosimetry planning software described in [398]. The interpatient
variability of the photosensitizer pharmacokinetics, i.e photosen-
sitizer distribution of a function of time, and variability in tissue
sensitivity to WST09-VTP were postulated as potential causes for
incomplete response in patients receiving high-dose PDT.

6.4 Rationale for prostate-PDT

The current instrumentation and procedures for interstitial photo-
dynamic therapy in Lund is presented within this section. The
instrument has evolved over the last decade and previously pub-
lished reports on the progress can be found in [412–414].

6.4.1 Instrumentation

The instrument, seen in Figure 6.5, operates in either of two modes;
light delivery or monitoring. A maximum of 18 external optical
fibers can be employed to deliver and collect light from the patient
tissue. These sterile fibers are referred to as patient fibers. Light
delivery is governed by 18 fiber-coupled diode lasers calibrated to
emit 150 mW at 652 nm. Switching between the two modes is
accomplished by a mechanical switch. In monitoring mode light
is delivered through one patient-fiber while six neighbouring fibers
can collect the photons propagating within the tissue. The col-
lected light is then routed to six spectrometers, one per detector-
fiber. When in monitoring mode the switch is turned sequentially
so that all fibers can act as sources, thus different fibers will take
the role as detectors, see Figure 6.6. The monitoring is performed
using three light sources; a similar diode laser as used in treat-
ment mode, a light emitting diode (LED) emitting NIR-light in
the interval 750-850 nm and lastly a blue LED at 410 nm. Follo-
wing the discussion in Section 6.2.4 about explicit dosimetry it
should be clear that the intent is to monitor fluence rate at the
treatment wavelength, oxygenation though spectroscopic measure-
ments and fluorescence from the photosensitizer. The blue LED
measurement is only performed before treatment where a single
fiber delivers and collects the light [415]. In the case of mTHPC
the fluorescence measurements and fluence rate measurements are
performed simultaneously since mTHPC emits fluorescence around
710 nm when excited by 652 nm, seen in Figure 2.3.

6.4.2 Procedure

When the instrument is applied in clinic the procedure shown in
Figure 6.7 is followed. The scheme is adopted from brachyther-
apy where radioactive seeds are placed inside the prostate. A brief

74



Photodynamic therapy

Figure 6.7. A flowchart depicting
the treatment procedure.

overview will be given here based on Paper VI. The protocol en-
ables control of light delivery time during the treatment and was
given the name Interactive DOsimetry by Sequential Evaluation,
hence the acronym IDOSE.

(i) Ultrasound
The patient is positioned in lithotomy position, seen in Fig-
ure 6.4 and a transrectal ultrasound (US) investigation is
done. Here transversal images are acquired starting at the
deepest position and subsequently stepping the US-probe
outwards. In each image slice the prostate, urethra, rec-
tum, cavernous nerve bundles and sphincters are delineated
by the urologist.

(ii) Render 3D-model
The US-images, typically 8-10 slices, are used to render a
3D-model of the anatomy. A cube of size 60×60×60 vox-
els is created where each voxel (1 mm3) is given a number
indicating tissue type.

(iii) Calculate fiber-positions
The 3D-model is used as input for an algorithm that renders
relevant positions for the patient fibers. In order to deliver
light to the whole target volume it is of ample importance
that the fibers are positioned to enable this. A random-
search algorithm, described in [414], that repeatedly samples
new fiber positions is executed. The algorithm uses default
homogeneous optical properties when it tries to maximize the
fluence rate delivered to the target volume while minimizing
the fluence rate to surrounding organs-at-risk. Briefly every
voxel is given a weight that is positive for the target voxels
otherwise negative. For every randomized fiber configuration
the analytical Green’s function, Equation (3.26), yields the
fluence rate throughout the volume. Summation of the voxels
with lowest fluence rate within the target volume and the
voxels outside the target volume with the highest fluence rate
will optimally yield a high ”fitness-value” when incorporating
the weights. The algorithm is given about 10 minutes to find
a fiber configuration with the highest fitness-value.

(iv) Insert fibers
The fibers are put in place by the urologist through thin
needles. Since the fiber positions can deviate from the the-
oretically retrieved, the positions are updated in the dose-
planning software. This is done through a transrectal US-
investigation. The fibers are positioned so that number 1-9 is
placed at positions in one lobe of the prostate while number
10-18 is placed in the other lobe, indicated in Figure 6.6.
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(v) Pre-treatment doseplan
The doseplan states how long time every fiber should deliver
light. The algorithm is based on the explicit light fluence
dose, seen in Equation (6.7), and presented in Paper VI.
Briefly the scheme optimizes the light delivery time, ti, for
each fiber, i, so that

Lj ≤
18∑
i=1

tiΦ(ri, rj) ≤ Uj (6.8)

where Φ(ri, rj) is the fluence rate in voxel j due to a source
positioned at ri. Lj and Uj denote lower and upper bounds
of the light dose relevant for voxel j. The bounds are specific
for each tissue type. For the target tissue the lower bound is
the threshold dose whereas the upper bound is infinite. Fur-
thermore the surrounding organs are assigned zero as lower
bound and the threshold dose as upper bound. In addition
each tissue type is assigned a weight that characterize the
specific sensitivity to the light dose. In practice a higher
weight renders higher sensitivity leading to diminished light
dose to the organs. The effect of changing the weight para-
meters on delivered dose was investigated for the rectum in
Paper VI. The optimization is performed by iteratively up-
dating each ti until Equation (6.8) is satisfied or a predefined
maximum number of iterations is reached [416].

The algorithm requires the calculation of the fluence rate
when executed. Since one aim in Paper VI was to present
a method that was capable of on-line dosimetry, i.e. exe-
cuted during treatment, the computational time had to be
restrained. The analytical solution to the diffusion equa-
tion, see Equation (3.26) was adopted. When executed be-
fore treatment default optical properties are used given by
µa = 0.05 mm−1 and µ′s = 0.87 mm−1, adopted from [199].

(vi) Measurements
Measurements are performed sequentially as described above
for laser light and NIR-LED. When fiber i acts as source the
measurements are performed using fibers i±1, i±2, i±3. In
reference to the discussion about sensitivity, in Section 4.4.3,
the photons will predominantly probe the volume around
source and detector fibers, here called a measurement do-
main.

(vii) Evaluate optical properties
In each measurement domain the optical properties are ass-
umed homogeneous. Utilizing the spatially resolved scheme,
presented in Section 4.3.1, the effective attenuation coeff-
icient can be assessed and assigned to each source fiber. This
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Figure 6.8. a) The optical
phantom setup. b) The fiber
configuration.

approach yields a semi-heterogeneous representation of the
medium. The source-detector distances within a domain are
typically 10-35 mm (for prostate volumes smaller than 40
mm3). Measurement signals are omitted when the signal-to-
noise ratio (SNR) falls below a predefined threshold. In the
case where too many measurements are subject to low SNR,
measurements from neighbouring domains are included in
the evaluation. In order to calculate µa and µ′s from µeff a
default value for the reduced scattering coefficient is used.

(viii) Update doseplan
The treatment time is updated based on the evaluated opti-
cal properties using the same algorithm as in Pre-treatment
doseplan.

(ix) Light delivery
The instrument is switched to light delivery mode and the
patient fibers emit light into the target volume. The irradi-
ation is halted at 2, 4, 9, 14, 19, 29 (and every 10:th minute
after that) in order to perform measurements. This scheme
allows on-line tracking of parameters that might change dur-
ing treatment. The closer intervals in the beginning of the
session was chosen in order to track rapid bleaching kinetics.

(x) Repeat until done
The loop continues until the threshold dose is reached.

Threshold dose

A threshold dose for mTHPC-mediated prostate-PDT was esti-
mated based on a previous study by Moore et al. [409]. Relying
on their data a spherically shaped volume of necrosis was ass-
umed around each fiber. The radius of necrosis was assessed to
be 7 mm on average. The fluence rate was calculated using op-
tical properties, of µa = 0.06 mm−1 and µ′s = 1 mm−1 adopted
from [199] employing the analytical solution to the diffusion equa-
tion, see Equation (3.26). With an averaged treatment time of
5 min per fiber the calculated threshold dose was 8.5 J/cm2. A
conservative approach was chosen so the threshold dose used for
subsequent studies were set to Dthreshold = 5 J/cm2.

System validation

A phantom study was performed, presented in Paper VII, with
the aim to investigate the instrument’s capability to evaluate op-
tical properties and subsequently deliver a predefined dose to a
target volume. The optical phantoms, seen in Figure 6.8a, were
made of liquid Intralipid© (Fresenius Kabi), ink (Pelican fount)
and water, hence yielding homogeneous optical properties. The
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Figure 6.9. a) The averaged
effective attenuation coefficient
assessed with IPDT-instrument
(∗) and Time-of-Flight instrument
(�) for each pahtnom A-H. The
errorbars depict ± 1 standard
deviation. b) The resulting effect
on delivered dose when comparing
IPDT-and TOF-evaluated optical
properties.

ink and intralipid content of the phantoms was altered in order
to render different scattering and absorption properties. The fiber
configuration, seen in Figure 6.8b, was based on a prostate geo-
metry from a previous US investigation. As reference the optical
properties were assessed using a time-of-flight spectroscopy system
(TOF) [199].

The evaluated effective attenuation coefficient for each phan-
tom is shown in Figure 6.9a for the time-of-flight system and the
IDOSE scheme. The slight underestimation will cause an alter-
ation of the volume that receives the threshold dose, referred to
as the treatment fraction. The relative change of the treatment
volume, denoted ∆TF, between TOF- and IDOSE- evaluations is
shown in Figure 6.9b where it is seen that the treatment fraction
changes with less than 10%. In addition the treatment fraction is
above 90% of the target volume, in all cases, implying that the un-
derestimation of the optical properties, seen in Figure 6.9a is not
critical. This also adheres to the discussion in Paper VI where it
was concluded that the dosimetry algorithm is quite insensitive to
changes in optical properties and mainly influenced by the volume
of the target tissue, fiber configuration and distance to organs-at-
risk.

It should be mentioned that the TOF-evaluated optical prop-
erties used in this analysis was evaluated using a protocol based
on the diffusion equation. Since then the protocol has been re-
fined where the instrument response function is estimated more
correctly and the evaluation is based on a Monte Carlo scheme
instead [140, 417]. It was reported that using the former TOF-
scheme the optical properties were slightly overestimated. Hence
the accuracy might be slightly better than what is indicated in
Figure 6.9.

The robustness against inaccurately positioned fiber positions
was also investigated in Paper VI. The analysis was based on simu-
lated data where fiber positions, as well as optical properties, were
allowed to vary. The dosimetry scheme was executed with the sim-
ulated data as input and the resulting effect on delivered dose was
determined. When the fiber position deviations were sampled from
a normal distribution of zero mean and 2 mm standard deviation
the effect was at most 7% change of the treatment fraction.

6.4.3 Clinical study

The clinical study, summarized in Paper VII, included patients
with histologically proven, untreated, organ confined prostate can-
cer (stage T1c, Gleason score <7, PSA <10 ng/ml). The treat-
ments were performed at Malmö University Hospital, Sweden and
Karolinska University Hospital, Stockholm, Sweden. Patients were
sensitized with mTHPC (Biolitec Pharma) according to the EMEA
approved protocol for head and neck cancer, i.e. 0.15 mg/kg given
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Figure 6.11. MR-images from
Patient 2 in a) pre-treatment and
b) two weeks post-treatment. The
arrows mark zones of reduced
enhancement indicated treatment
response.
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Figure 6.10. Calculated final dose for Patient 2 shown in percentage of
threshold dose (5 J/cm2), for cross-sections a) 15 mm, b) 20 mm and
c) 25 mm.

intravenously, and the drug-light interval was 4 days. The intent
was to ablate the whole prostate gland by tailoring the light fluence
dose using the rationale discussed above.

The post-treatment dose maps, seen for one patient in Fig-
ure 6.10a-c, show that the light fluence dose is well above the
threshold dose within the prostate volume. In fact a slight
overtreatment of the normal tissue close to the prostate gland
perimeter is evident. This result arise when the dosimetry al-
gorithm must limit treatment times for fibers close to sensitive
organs such as the rectum making other, more distant fibers irra-
diate longer. In Figure 6.10 it is also seen that the rectum receives
a small dose.

Despite the high dose, relative the threshold dose, clinical as-
sessments indicated undertreatment which was also confirmed by
viable cancer cells in biopsies, from 3 of 4 patients, taken at a 6-
month follow-up. MRI investigations performed before PDT and
two weeks after treatment indicated tissue response since a volume
decrease of approximately 30% was apparent. Conversely only lo-
calized regions of decreased enhancement were seen. This indicate
undertreatment. Pre- and post-treatment MR images are shown
for one patient in Figure 6.11a and b respectively.

In Paper VII it was concluded that the reasons for undertreat-
ment were due to a too low threshold dose and heterogeneities that
attenuate the output power from the treatment lasers, reducing the
delivered light dose. A detailed discussion about these factors are
included hereafter.

Investigation of the threshold dose

The determination of the threshold dose, discussed in Section 6.4.2,
relied on several assumptions about the optical properties and the
necrosis radius from previous studies. A too low threshold dose
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implies that the assumed value for the absorption coefficient is too
high (data not shown) whereas the assumed value for the scattering
coefficient seems to have little effect on the threshold dose deter-
mination (data not shown). Evidently, a more detailed threshold
dose analysis should be performed where the necrosis and optical
properties are assessed from the same individual.

An animal study, comprising healthy male beagles, was per-
formed in collaboration with Department of Clinical Sciences,
Swedish University of Agricultural Sciences, Uppsala. The ob-
jective was to evaluate the tissue response after interstitial PDT
of the prostate in a light-dose escalation study. The animals, aged
15-33 months and weighing 14-20 kg, were divided into 3 groups (3
dogs in each group). The first group underwent interstitial PDT
where each fiber delivered a fixed dose of 63 J, thus omitting feed-
back dosimetry. The other two groups were subject to treatment
feedback with predefined threshold doses of 10 and 20 J/cm2. The
instrument was adapted to the canine prostate where only seven
light delivery fibers were deemed sufficient to irradiate the whole
glandular volume. mTHPC was administered intravenously (0.15
mg/kg) 72 hours before treatment.

Treatment assessments, performed on prostate as well as adja-
cent tissues, included MRI seven days after PDT as well as pathol-
ogy and histological examinations. Blood sampling, for determi-
nation of the plasma levels of mTHPC, was performed at several
times after drug administration.

The post-treatment results from group 1 (fixed light dose)
showed changes that were scattered often extending outside the
prostate gland. Hemorrhages were is some cases present in the rec-
tum, bladder as well as connective tissue surrounding the prostate.
This was also confirmed by MRI where regions with signal void, in-
dicating treatment response, were irregular and diffuse throughout
the prostatic capsule. Isodose plots, of the calculated light fluence,
were compared with the diameters of the necrotic lesions to estab-
lish the dose level that caused necrosis. This analysis rendered an
estimated threshold dose level of 20 to 30 J/cm2.

The response in dogs within group 2 (10 J/cm2) were more
focused to the prostate, compared to group 1. No changes were
seen in rectum or bladder. In the prostate there were several foci
of necrosis with sizes ranging from a few mm to 8 mm. MRI
confirmed signal void in irregular regions within the prostate. Dose
calculations again indicated a threshold dose between 20 to 30
J/cm2.

Two dogs in group 3 (20 J/cm2) had extensive necrotic le-
sions that covered the entire gland in the central slices. Haemor-
rhages and ulcerations was seen in urethra, rectum and bladder.
In the prostate there were marked changes. In the central slices
there were necrotic lesions ranging from several mm to almost total
necrosis in one slice. MRI showed multiple areas of signal void in
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the prostatic tissue. The sizes of the necrotic lesions, covering the
entire gland in the central slices, were consistent with a threshold
dose of 20-30 J/cm2. The third dog evidenced minor necrotic le-
sions in the prostate. This dog had a substantially smaller prostate
compared to the other subjects.

No changes were seen in a control dog that was subject to
mTHPC administration and needle placement, i.e. no light.

It should be noted that the necrotic changes are irregular in
shape most likely owing to physiological changes in the tissue. In
addition the correlation between the US-guided light fluence calcu-
lations and pathology, or MRI, is complex due to lack of distinct
landmarks. There is always a large zone of haemorrhaging and
inflammation surrounding the necrosis. It not clear how these
changes develop over longer time. Further studies with longer
follow-up time are needed to address this.

In conclusion the canine study verified that the IDOSE ratio-
nale renders confinement of the treatment to the prostate gland.
Furthermore, the threshold dose in healthy canines is estimated to
be within 20-30 J/cm2.

Investigation of attenuating heterogeneities

The other, presumed, reason for undertreatment is heterogeneities
perturbing the fiber output power. These include local blood ab-
sorbers in front of the fibers as well as tissue regions with hetero-
geneous optical properties. The resulting effect is that the fluence
rate will be diminished hence lowering the delivered dose to the
target volume. In addition, when adopting optical measurements,
heterogeneities also perturb the evaluated optical properties.

A simulation study was performed, in order to assess the ef-
fect on treated volume, where the fiber-specific attenuation was
assumed to be spherical and centered at the fiber-tip, further dis-
cussed in Appendix D.1. The results show that the simulated local
absorbers at the fiber tips render a 5-50% decrease in the treated
volume. The delivered light fluence is well above threshold within
the prostate, as seen in Figure 6.10, which alleviates the effect of
local absorbers to some extent. On the other hand the treatment
fraction does not take local changes into account. Evidently a
fiber with high attenuation will not contribute to the total dose
resulting in local undertreatment. Hence, heterogeneities should
be assessed in addition to the optical properties to enable local
control of the dosimetry.

One approach towards this goal is discussed in Appendix D.1.
The conclusion of this discussion is that steady-state measure-
ments, in one spectral band, might be a too simple tool to es-
timate optical properties at the same time as local absorbers in
front of the fibers and heterogeneities. Instead a scheme including
multispectral measurements is proposed to remedy the problem.
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6.5 Towards photosensitizer dosimetry

The dosimetry rationale above adopts the explicit light fluence
dose, defined by Equation (6.7), where the photosensitizer distri-
bution is assumed to be temporally and spatially invariant. As
discussed before a better approach would be to incorporate the
drug concentration. When interstitial PDT is employed the quan-
tification of the drug is required in every voxel of the volume under
study.

Paper VIII presents an approach for tomographic photosen-
sitizer reconstruction based on measurements from the IPDT-
instrument described before. The inverse model is based on the
the scheme presented in Section 4.4 with the normalized Born mea-
surable, Section 4.4.3. By scaling the fluorescence emission with
the excitation light the measurable effectively becomes insensitive
to local absorbers in front of the fibers. In addition the Born
ratio has been shown to render feasible reconstruction results in
optically heterogeneous media despite the use of a homogeneous
forward model [220]. In the implementation in Paper VIII the
background optical properties were based on the treatment mea-
surements and averaged throughout the entire prostate volume.

The positioning of the fibers inside the probed volume increases
the ill-posedness of the problem since singular values arise close to
the fiber-tips, inherited from the calculation of the diffusion equa-
tion. In order to alleviate this problem a Monte Carlo-scheme
has been implemented that simulates the photon migration more
accurately close to each fiber [152]. The MC-simulation results
are then interpolated into the FEM-solution of the DE. In addi-
tion the regularization matrix in Section 4.4.5 is used, practically
confining the solution to the prostate. Furthermore the use of a
reconstruction basis that is coarse, as compared to the mesh for
the forward model, also limits the ill-posedness. On the other hand
both the regularization matrix and the coarser reconstruction ba-
sis render spatial smoothing of the reconstructed solution, hence
the expected spatial resolution is moderate.

6.5.1 Explicit photosensitizer reconstruction

The feasibility of interstitial fluorescence tomographic imaging
was investigated in a liquid phantom study, further discussed in
Paper VIII. The intent was to investigate whether it was possi-
ble to reconstruct a spatially varying fluorophore distribution em-
ploying the interstitial setup as used in the clinical study. Liquid
phantoms were used where a container, outlined in Figure 6.12a-
b, was inserted. The fluorophore concentration of both the bulk
and container was changed in order to mimic fluorophore bleach-
ing (although linear variation was adopted). The true fluorophore
absorption coefficient is seen for each measurement run in Fig-
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Figure 6.12. The reconstructed fluorophore coefficient from a phantom
experiment for a) first measurement run and b) second measurement
run. In c) the reconstruction results from all four measurement runs
where µaf is averaged within each compartment. � denote true fluo-
rophore absorption coefficient for the small compartment (red) and the
bulk compartment (blue)

ure 6.12c. The reconstructed results for measurement run 1 and 2
are seen in Figure 6.12a and b, respectively. In Figure 6.12c the
average values for bulk and container are seen for all measurement
runs.

The reconstruction scheme has evolved during the last year
and the main difference between the rationale used to render the
results presented in Figure 6.12 and Paper VIII are summarized
below.

(i) A Monte-Carlo simulated source representation is used.

(ii) A regularization matrix spanning only the prostate tissue,
as opposed to the matrix used in Paper VIII where parts
of the normal tissue also were included. The confinement to
the prostate is what renders the prostate shaped appearance
in Figure 6.12a-b.

(iii) The FEM-mesh holds a higher nodal density hence a slightly
more accurate solution to the forward model is retrieved.

(iv) The spectral band for fluorescence was 710 nm, instead of
690 nm used in Paper VIII. This rendered less influence
from the intralipid autofluorescence.

(v) The optical properties, assessed using IDOSE, are interpo-
lated into the FEM-model. In this way a slightly hetero-
geneous representation of the tissue can be retrieved as op-
posed to Paper VIII where homogeneous optical properties
were used. The effect of this alteration is believed to be small
when applying the normalized Born measurable [220].
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Figure 6.13. The reconstructed fluorophore yield in the prostate of
patient 3, shown for cross-sectional slices at a) 15 mm, b) 20 mm and
c) 25 mm.

The correspondence between reconstructed values and the true
values is improved, as compared to Paper VIII. This verifies the
feasibility of interstitial tomographic imaging.

In Figure 6.12c the temporal decrease in reconstructed fluo-
rophore is seen for the compartment and the bulk medium. These
are averaged values within the assumed prostate region for the
compartment as well as the bulk. The fluorophore concentra-
tion was changed differently in the compartment relative the bulk
medium, indicated in Figure 6.12c. It is seen that the recon-
structed values are underestimated by approximately 10-15%. On
the other hand, the reconstructed and true µaf follows approxi-
mately the same relative variation. The reconstruction method
was also applied to measurements performed within the clinical
trial. Reconstructions from pre-treatment measurements are seen
for three cross-sectional slices, from patient 3, in Figure 6.13a-
c. The average fluorescent yield, at pre-treatment monitoring, for
patients 1-3 is seen in Figure 6.14. The averaged values are calcu-
lated for all voxels within the prostate.

It is seen in Figures 6.13-6.14 that the fluorescent yield in the
prostate of is varying. The same findings was reported by Finlay
et al.. They estimated heterogeneous appearance of Lutex dis-
tribution in the human prostate, using point probe setup [101].
Despite this analogy, Lutex and mTHPC have different binding
targets within the cells meaning that a direct comparison might
not feasible. A comment on the higher averaged value for patient
3, in Figure 6.14, is that in this patient the treatment was deemed
successful, based on biopsies.

Within the explicit dosimetry model, a dose-metric is formed by
including the reconstructions in the calculation of Equation (6.6).
This calculation relies on the absolute value of the photosensitizer
concentration as well as the explicit light dose. The perturba-
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Figure 6.14. Averaged
reconstructed η within the
prostate for patients 1-3. Error
bars mark ± 1 SD of the
reconstructed values.

tions, described in Section 6.4.3, are postulated to alter the deliv-
ered light dose. They might also play a role in the tomographic
imaging of the photosensitizer. Hence, an analysis of the effect of
the perturbations on the interstitial tomographic images is given
below.

6.5.2 Analysis of reconstruction perturbations

Heterogeneous regions, due to e.g. blood accumulation, will atten-
uate the excitation and the fluorescence emission. Furthermore, in-
accurate fiber positioning can potentially affect the reconstructed
results. In order to assess these effects several simulation studies
were performed, presented in Appendix D.2 and further discussed
below.

When assuming that a local absorber, in front of a detector, is
caused by accumulation of blood, the spectral dependence of the
transmission through the blood might influence the excitation and
fluorescence differently. Excitation will be more attenuated than
compared to the emission when transmitted by the local absorber
in front of the detector fiber. This difference is a constant and it
is independent of occlusion size. The effect is that the absolute
quantity will be affected but the detector perturbation will have
limited effect on the spatial distribution. Local absorbers in front
of sources will have no effect [220].

The analysis shows that a heterogeneous absorption inclusion
will cause alterations in measured bulk optical properties. This
will in turn cause a decrease in reconstructed fluorophore absorp-
tion coefficient. In the simulated setup this error was relatively
moderate. Despite this an increase of the error was seen when the
absorption coefficient of the heterogeneity was increased. On the
other hand the heterogeneity did not affect the spatial distribu-
tion of the fluorophore. The main reason behind this result is the
normalized Born measurable. Since both excitation and emission
are affected by the inclusion the resulting error of the spatial dis-
tribution is small. Similar results have been reported in the case
of small animal imaging [220].

The model geometry, incorporating one absorption inclusion
and one fluorescent inclusion, is evidently simplification of what
is expected in reality. Despite this, it allows a comprehensible
analysis of the effect, due to one absorbing inclusion, on the pho-
tosensitizer reconstruction. Even though one inclusion might seem
insufficient, it has a large effect on the measurements of the bulk
optical properties. The measurement domains, see Section 6.4, ex-
tend throughout a substantial part of the prostate volume. Thus,
several domains will experience the perturbation, at least to some
extent.

Another case, where the fiber positions were allowed to vary,
mimicking inaccurate placement of the fibers, was tested. Here it
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6.5.2 Analysis of reconstruction perturbations

was seen that the spatial distribution was slightly affected. Devia-
tions were approximately within ±10% from the true value. Since
the fiber positions are fixed during the treatment, it is expected
that the reconstruction of the relative change in photosensitizer
concentration is less affected.

In conclusion, local absorbers will cause an effect on the abso-
lute values of the reconstruction while, limited perturbation will
occur spatially. Heterogeneous tissue will cause a relatively mod-
est error of the absolute value of the photosensitizer reconstruction
but will have negligible effect on the spatial distribution. In addi-
tion, inaccurate fiber positions will perturb the spatial distribution
slightly.

In order to improve the reconstruction of the absolute pho-
tosensitizer concentration, the perturbing effects should be as-
sessed. The key to solving this problem is to assess the hetero-
geneous bulk optical properties throughout the medium as well as
local absorbers. Tomographic imaging of absorption and scatter-
ing follows the same approach as presented here, see Section 4.4.
Frequency- or time-domain measurements could be implemented,
providing means for assessment or both absorption and scatter-
ing. Although, this would require major alterations of the in-
strument. Another setup, that potentially could render informa-
tion about heterogeneous tissue properties, is steady-state multi-
spectral transmission measurements. Utilizing more transmission
wavelengths, the simultaneous reconstruction of both absorption
and scattering has been shown to be feasible [297]. This would
require minor alterations of the instrument. Even though a NIR-
LED is incorporated in the instrument today, the measurements
are unfortunately subject to low signal-to-noise ratios. A NIR
source with higher intensity is then required.

A tomographic scheme will unfortunately prolong the evalua-
tion of the optical properties substantially. Hence, realtime evalu-
ation will be hard to achieve using standard computer equipment.
A proposed remedy to this problem could be to use a matrix-free
method, such as the one presented in Paper II, for the inverse
problem. Such an approach would optimally decrease the compu-
tational burden both in terms of memory requirements and recon-
struction time.

The temporal change of the photosensitizer level was also in-
vestigated when the absorption inclusion was present. The simu-
lations intended to reflect a case where the photosensitizer concen-
tration varies during the treatment, correspondingly to bleaching.
It was seen, in Appendix D.2, that the absorptive inclusion had
a relatively minor effect on the reconstruction of relative changes.
Hence, it is motivated to investigate the implicit dosimetry model,
see Section 6.2.3, using the previously described reconstruction
scheme.
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Figure 6.16. A cross-sectional slice
from the prostate of patient 1, 12
months post-treatment.
Fibromuscular stroma is marked.
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Figure 6.15. The reconstructed implicit dose-metric, shown for trans-
verse plane at depth 21 mm of the prostate, from a) patient 1, b) patient
2 and c) patient 3. The colorbar is in arb. units.

6.5.3 Implicit photosensitizer reconstruction

The sequential measurements, performed during treatment, allow
tracking of photosensitizer level as well as potential alterations of
treatment light transmission. As discussed in Section 6.2.3 the
implicit dose model provides a tool for calculation of singlet oxy-
gen concentration based on photobleaching kinetics. Here some
initial investigations are presented, where interstitial tomographic
imaging governs the implicit dose metric.

In a first approximation, the kinetic rate constants and the
effective minimum concentration, defined in the formulation of
the the implicit dose metric, are neglected. This means that
an approximate solution to Equation (6.4) can be retrieved from
the reconstruction results. Tomographic images based on mea-
surements from pre-treatment and post-treatment measurements
are employed in Equation (6.4). Performing this calculation for
patients 1-3 renders the results, shown for one cross-sectional slice,
in Figure 6.15a-c.

Patient 1 underwent prostatectomy 12 months post treatment
due to viable cancer cells still present in biopsy. An excised cross-
section is shown in Figure 6.16 where fibromuscular stroma is
marked, potentially indicating treatment response. The transver-
sal plane of Figure 6.16 and Figure 6.15a are approximately at the
same depth. Although it is hard to correlate these two images
directly a qualitative analysis can be performed. Both slices show
a pronounced treatment effect at the ventral part of the prostate
(upper part in the image). This might be due to lower fluence rate
at distal parts, leading to more effective oxygen consumption. On
the other hand substantial healing has occurred after 12 months
rendering limited means to conclude about the feasibility of the
implicit dose metric, based on this patient.

For patient 2, the implicit dose metric is shown in Fig-

87



6.5.3 Implicit photosensitizer reconstruction

ure 6.15b. The transverse position of this slice corresponds to the
cross-sectional slice from MRI, in Figure 6.11b, two weeks post-
treatment. The left lobe (right part from the reader’s perspective)
in the MRI-slice show reduced enhancement, indicating treatment
response. The corresponding region in Figure 6.15b show substan-
tially higher implicit dose as compared to the right lobe of the
prostate. This means that the photosensitizer in the left lobe has
bleached more rapidly. In these two regions the light dose is ap-
proximately the same. Then, the lower dose in the right lobe could
be a result of lower oxygen availability, i.e. hypoxia.

The result from patient 3 shows a more uniform bleaching than
compared to the other two. The level of the implicit dose metric
is approximately the same as patient 1. A higher dose is seen in
the peripheral parts of the cross-section.

The dose-metric used here, i.e. Equation (6.4), reveals the rel-
ative decrease of photosensitizer between the first and last mon-
itoring session. In the perturbation analysis, see Section 6.5.2,
it was deemed that relative reconstructions were less affected by
heterogeneities, fiber-specific absorbers as well as inaccurate fiber-
positions. Hence there is a certain robustness against perturba-
tions inherited in this method.

The results from patient 1 should be analyzed with care. The
prostate was excised 12 months post-PDT, which means that sec-
ondary effects such as healing and inflammation have most cer-
tainly occurred. As mentioned in the beginning of Section 6.2
such secondary effects cannot be predicted by current dose mod-
els. With that said, there is also reason to believe that direct
cell death can cause the tissue response seen in Figure 6.16. Such
long-term effects is subject for further study.

The implicit dose metric can potentially reveal more informa-
tion about the treatment since the bleaching kinetics can render
valuable means for analysis of oxygen availability. Potentially, this
is the case in patient 2. For a deeper understanding of the oxygen-
dependent bleaching it would have been desirable to correlate the
implicit dose-metric for patient 2 with tissue oxygenation measure-
ments. With an improved NIR source in the instrument, means
for such investigations will arise.

The implicit dose metric, applied here, neglected the kinetic
rate constants as well as the effective minimum concentration. This
renders the fact that quantification of the singlet oxygen deposition
is not possible. On the other hand, if the constants are homoge-
nous within the prostate the spatial variation of the singlet oxygen
is retrieved. Furthermore the photosensitizer concentration is ass-
umed to be larger than the effective minimum concentration. For
future studies, it is important to define these constants in order to
retrieve the absolute values of the dose metric.

In the formulation of the implicit dose metric, in Section 6.2.3,
photobleaching was assumed to be mediated by singlet oxygen
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only. In the case of PDT utilizing mTHPC it has been shown,
in cell spheroid, that this assumption holds [93, 384]. If a more
general approach is to be developed, i.e. application of photosen-
sitizers that bleaches through triplet-state reactions in addition to
singlet oxygen, a more rigorous theroetical background should be
exploited. Such frameworks has been reported, e.g. [378], but so
far such schemes have not been applied to the clinical arena.

As bleaching kinetics are inherently complex, much work are
yet to be done. The results presented herein, enlighten interesting
features of dosimetry based on photobleaching. Thus, future in-
vestigations of the implicit dose model aiming towards an implicit
rationale for interstitial PDT is indeed motivated.
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Appendix A

The Finite Element Method

When applying the Finite Element Method (FEM) to solve a par-
tial differential equation in a complex shaped geometry the volume
first needs to be discretized. The discretized geometry is called a
mesh and it is built up by elements. The elements, in a three di-
mensional problem, can take the form of e.g. cubes or tetrahedrons
with the common property that the element vertices are defined by
nodes. The key feature of the FEM analysis is that the problem
is considered for each element instead of the whole geometry at
once. A complex problem can in this way be reduced to a series of
simplified problems. In a discretized geometry with N nodes and
E elements the solution to the DE can be approximated by

Φ(r) ≈ Φh(r) =
N∑
j=1

Φjuj(r). (A.1)

Here uj(r) is an interpolation function for node j. The
interpolation function is in the simplest case a piecewise linear
function. The piecewise linear interpolation function, for a one-
dimensional case, is shown in Figure A.1. These functions have
limited support meaning that only nodes connected to the same
element are non-zero. Effectively Equation (A.1) means that the
continuous solution is approximated by a linear combination of the
discrete nodal values within the mesh [127, 160]. The problem at
hand is now to find the unknown nodal values Φj . In order to
retrieve the nodal values it is first noted that if Φh is a solution to
the DE then it should also satisfy the weak form which is formed
by multiplying the DE with a test function v(r) and integrate over
the entire volume (V ), i.e.∫

V

v(r) [−∇D(r)∇+ µa(r)] Φh(r)dV =
∫
V

v(r)q0(r)dV. (A.2)
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Figure A.1. a) A function Φ(x)
and its discrete approximation
Φh(x). b) The interpolation
functions where u3(x) is
emphasized.

The leftmost term on the left hand side can be integrated by parts
and the weak form becomes (the spatial variable notation is here
omitted)

−
∮
S

vD∇Φhn̂dS +
∫
V

D∇Φh∇v + vµaΦhdV =
∫
V

vq0dV. (A.3)

According to Galerkin’s method the test function is chosen to be
identical to the interpolation function [158, 196]. This means that
v(r) = ui(r) for node i. In addition substitution of Equation (3.14)
in the surface integral yields the FEM formulation for node i,

N∑
j=1

∫
V

D∇uj∇uidV +
∫
V

µaujuidV +
1

2A

∮
S

ujuidS

Φj =

=
∫
V

q0uidV. (A.4)

The unknown in Equation (A.4) is the nodal values of the fluence
rate Φj . Taking all nodes into account a matrix equation can be
formed according to[

K(D) + C(µa) +
1

2A
F
]

Φ = AΦ = Q. (A.5)

The matrix elements are identified in Equation (A.4) and defined
by

Kij =
∫
V

D(r)∇uj∇uidV

Cij =
∫
V

µaujuidV

Fij =
∮
S

ujuidS (A.6)

Qi =
∫
V

q0(r)uidV

Φ = {Φ1,Φ2, ...,ΦN}T .

In order to retrieve the fluence rate Φ the matrix system is solved
utilizing efficient computation schemes such as Conjugate gradient
method or Cholesky decomposition. The N×N -matrix A is sparse
due to the limited support of the interpolation functions. This
means a row i in the matrix will only have non-zero values at nodes
connected to the same elements as node i [142]. When the system
matrix A in Equation (A.5) is created it is done in two steps.
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First the element matrices Ke, Ce and Fe are constructed. The
integration is performed numerically for each element. Secondly
all element matrices are assembled to form the system matrix.
Since every element is treated separately this renders a convenient
way of representing heterogeneous tissue optical properties. The
source term in the FEM formulation is in practice implemented
as an isotropic point source defined on some interior nodes. Al-
ternatively the source can have a spatial distribution according to
a Gaussian function [142]. Above the Robin-type boundary con-
dition was inserted without further discussion. It should be men-
tioned that the surface integral is only defined on the boundary
hence only nodes positioned on the boundary are to be included
in this integration [418]. Although most FEM schemes adapted
to diffuse light propagation follows the formalism described above
the inclusion of the boundary condition can be made differently
when the source term is described as a boundary flux [127].
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Appendix B

Least squares minimization with
Tikhonov regularization

The measurements are constructed as a column-vector ym. The
forward model is given by yc = G(x). Adopting Tikhonov regu-
larization, the objective function to minimize with respect to x is
defined by

Ω = ||ym −G(x)||2 + λ||L(x− x0)||2. (B.1)

λ is a regularization parameter, L is a regularization matrix and
x0 is an initial estimate of x. Equation (B.1) is minimized, with
respect to x, when ∂Ω

∂x = 0 so that

∂Ω
∂x

= −2
[
∂G

∂x

]T
[ym −G(x)] + 2λLTL(x− x0) = 0. (B.2)

An iterative approach is adopted, hence for iteration k + 1 Equa-
tion (B.2) becomes[

∂G

∂x

]T
[ym −G(xk+1)]− λLTL(xk+1 − x0) = 0. (B.3)

G(xk+1) is expanded in Taylor series around xk. This leads to

G(xk+1) = G(xk) +
∂G

∂x
(xk+1 − xk) + · · · (B.4)

Higher order terms are omitted in Equation (B.4), practically
meaning that the forward model is linearized around xk. Insertion
of Equation (B.4), the Jacobian J = ∂G

∂x and ∆yk = ym − G(xk)
into Equation (B.3) yields

JT [∆yk − J(xk+1 − xk)]− λLTL(xk + xk+1 − xk − x0) = 0.(B.5)

Rearrangement leads to the iteration scheme

xk+1 = xk +
[
JTJ + λLTL

]−1 [
JT∆yk − λLTL(xk − x0)

]
. (B.6)
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Appendix C

Matrix free inverse solver

The linear system[
JTy

]
=
[
JTJ + λLTL

]
x⇒ z = Hx (C.1)

can be solved using a GMRES-solver. An outline of the implemen-
tation is presented below where the scheme only accounts for one
spectral emission band. In addition Matlab-syntax is used, i.e. \
denote left matrix division.

(i) Calculate forward excitation field
Ax and qx is the FEM system matrix and source vector for
the excitation light, respectively

Φx = Ax\qx

(ii) Calculate adjoint solution
Am is the FEM system matrix for the emission light

Φ+
f = (Am\ym)

(iii) Calculate z
� denote element-wise multiplication

z = Φx �Φ+
f

(iv) Subroutine executed at each GMRES-iteration k
Calculate fluorescent source

qm = Φx � xk

Calculate forward fluorescence field

Φf = Am\qm
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Calculate fluorescence measurable

yc =M [Φf ]

Calculate adjoint solution

Φ+
f = (Am\yc)

Calculate Hx

Hx = Φx �Φ+
f + λxk

Return Hx

(v) Continue until projection error is below predefined
tolerance
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Appendix D

Analysis of perturbations

D.1 Perturbation of light-fluence dose

As mentioned in Section 6.4.3 heterogeneities and local absorbers
in front of the fiber tips are most likely factors perturbing the
dosimetry calculations. In order to assess the effect of hetero-
geneities that perturb the output power emitted from an intersti-
tially placed optical fiber, a simulation study was performed. The
main assumption was that the heterogeneity was governed by a
spherical blood absorber in front of the fiber tip, see Figure D.1a.

A Monte Carlo model [152] was implemented, according to Fig-
ure D.1a where two compartments were assigned different optical
properties. For the sphere; µa = 0.8 mm−1, µ′s = 2 mm−1 and
g = 0.98 [419] and for the bulk medium µa = 0.04 mm−1, µ′s = 0.8
mm−1 and g = 0.9. The photon migration from the optical fiber,
emitted within a numerical aperture of NA= 0.22, was simulated
for different sphere radii and analysed at distances within 10-40
mm from the source.

Figure D.1b shows the attenuation for different absorber radii
where I is the simulated fluence rate, I0 is the fluence rate when
source is unperturbed, i.e. no blood absorber. The data points
in Figure D.1b represent results from Monte Carlo simulations
analysed and 10, 20, 30 and 40 mm from source (each point in
Figure D.1b is four coinciding points). The linear fit indicate that
the attenuation can be described by the modified Beer-Lambert
law [29]. Here the the source attenuation is empirically given by

T (x) =
I(x)
I0

= exp(−αx) (D.1)

where α ≈ 1.89, rendered from the linear fit in Figure D.1b.
The effect on measured data was assessed by imposing Equa-

tion (D.1) on each fiber. The measurable between source s and
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D.1 Perturbation of light-fluence dose

Figure D.1. a) A schematic
picture of the modelled local
absorber centered at the fiber-tip.
b) The attenuation for different
absorber radii as simulated using
MC (+) and analytically fitted
(−).

detector d is then given by

Γsd =
Ps exp(−αxs) exp(−αxd)

4πD|rs − rd|
exp(−µeff |rs − rd|). (D.2)

The effect on emitted fluence rate, when the instrument deliver
light for treatment is given by

Φ(rs, r) =
Ps exp(−αxs)
4πD|rs − r|

exp(−µeff |rs − r|). (D.3)

The simulation was performed according to the following scheme

(i) Sphere radius was uniformly sampled between 0 and 4 mm
for each fiber.

(ii) The measurable was calculated using Equation (D.2) for each
source detector pair.

(iii) The IDOSE evaluation protocol was evaluated in order to
retrieve µeff .

(iv) The IDOSE protocol optimized the treatment time for each
fiber based on evaluations in (iii) assuming non-perturbed
fibers.

(v) Treatment fraction was calculated assuming non-perturbed
fibers, Equation (3.26), as well as perturbed fibers, Equa-
tion (D.3), for reference.

The procedure was repeated 100 times for each patient prostate
model assuming homogeneous bulk optical properties; µa = 0.04
mm−1 and µ′s = 0.9 mm−1. The results are given, in terms of
treatment fraction, in Figure D.2. Here it is seen that the sim-
ulated local blood absorbers will cause a 5-50% decrease in the
treated volume fraction.

Although this is alleviated to some extent by the overtreatment
of the prostate, local undertreatment will occur. A fiber with high
attenuation will not contribute to the expected total dose since
the current dosimetry scheme does not account for the attenuation
factors. It is then warranted to develop an inverse model that can
assess the parameters xs, see Equation (D.2), for all fibers.

A first approach towards this scheme was taken where Equa-
tion (D.2) was used instead of Equation (3.26) in the evaluation of
optical properties. A non-linear fitting routine was applied, instead
of the linear regression scheme in IDOSE, in order to estimate µeff

and xs for each fiber. Although successful on simulation results
the inverse model could not completely describe the clinical mea-
surements. A postulated reason is the attenuation model above,
that might be too simple. Heterogeneous tissue and local fiber
absorbers can cause the same effect on the measurements. When
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Figure D.2. The treatment
fraction decrease, for each patient
prostate model, due to simulated
fiber-specific attenuation.

Figure D.3. Cross-section of the
model with a) fluorophore b)
absorption inclusion.

applying Equation (D.2) all perturbations will be described by the
fiber attenuation which in turn could lead to erroneous assessment
of bulk optical properties when heterogeneous tissue is present.
Another reason might be the assumption that local absorbers or
heterogeneities cause the measured intensity to decrease. Varying
scattering could also render the same effect. This non-uniqueness,
enlightened in the discussion above, arise from the use of steady-
state measurements.

The proposed remedy would be to improve the NIR-light
sources so that multispectral measurements can be performed with
sufficient signal-to-noise. With multispectral evaluation of the op-
tical properties, the uniqueness will be increased as presented in
e.g. [297]. In addition to the instrumentation improvements the
evaluation protocol should be extended to adapt a heterogeneous
evaluation of the absorption and scattering. The bulk tissue het-
erogeneities could then, potentially, be separated more reliably
from the fiber specific absorbers. Time- or frequency domain
measurements are also an alternative to solve the same problem,
although more technically advanced instrumentation is then re-
quired. This might not always be clinically applicable.

D.2 Perturbation of photosensitizer
reconstruction

When performing interstitial tomographic imaging of the photo-
sensitizer some of the perturbations discussed in Section 6.4.3 can
cause alterations of the results. In this section the effect on flu-
orophore reconstruction is assessed through simulations of light
propagation in a prostate model. Before the simulations are intro-
duced a discussion about how local absorbers affect fluorophore
reconstructions is given.

D.2.1 Fiber-specific absorbers

The tomographic imaging scheme uses the normalized Born mea-
surable where the fluorescence intensity is normalized with the ex-
citation intensity for each source-detector pair. This is a relative
measurement which is virtually unaffected by the source fiber at-
tenuation. The robustness against source power alterations is iden-
tified to be one of the main advantages of this measurable [220].
An additional perturbation in the interstitial setup is that a local
absorber might be present at the detector as well. When assuming
that an absorber is caused by accumulation of blood, the spectral
dependence of the transmission might influence the excitation and
fluorescence differently. The spectral variation in attenuation is
constant and could potentially be approximated through simula-
tions, compare to the factor α in Equation (D.1). In the work
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Figure D.4. The error on
reconstructed µaf due to a small
absorbing heterogeneity. The
errorbars depict ± 1 SD of the
reconstructed values within the
prostate. The absorption contrast
is 1 (×), 2 (�) and 3 (4) whereas
the fluorophore contrast is
denoted on the x-axis.

presented in this thesis the excitation and fluorescence is assumed
to have the same transmission through potential blood absorbers.
The difference in transmission will cause a decrease in the absolute
level of the reconstruction results but since it is a constant it will
be the same for all fibers, hence no spatial deviations will arise.

D.2.2 Absorbing heterogeneities

One potential cause of the undertreatment was postulated to be
heterogeneous tissue. In practice the heterogeneity will affect the
estimated µeff for each fiber. These are interpolated from the
IDOSE evaluation to the reconstruction FEM-model. The sim-
ulation model is seen in Figure D.3, where panel a shows the fluo-
rescent inclusion and b shows an absorption inclusion. The simula-
tion procedure is presented below. Here the fluorophore contrast is
referred to as the inclusion-to-bulk ratio (µaf :µ0

af) and analogously
for the absorption inclusion.

(i) Assign bulk optical properties (µ0
a = 0.03 mm−1, µ′0s = 0.9

mm−1 and µ0
af = 0.001 mm−1) to the model geometry.

(ii) Forward modeling of cases where the absorption inclusion
contrast was [1, 2, 3] and the fluorophore contrast was [1, 2, 4].

(iii) IDOSE evaluation and interpolation of the results into FEM-
model.

(iv) Fluorophore reconstructions

(v) Calculate error relative absorption contrast [1], i.e. no inclu-
sion.

The error estimate is defined by

∆µaf =
µ∗af − µaf

µ∗af

(D.4)

where µ∗af is the reconstructed result at absorption contrast [1] for
every fluorescent contrast case. All nodes within the prostate re-
gion are included in calculation of Equation (D.4). The result is
seen in Figure D.4 where it is evident that a higher absorption of
the inclusion causes underestimation of the fluorophore absorption.
The perturbation will cause a slight increase in µeff for fibers close
to the absorption inclusion. When interpolating the IDOSE eval-
uations the absorption will be smoothed throughout the volume.
Hence, too low absorption is rendered compared to the true case.
When the reconstruction is executed the lower optical properties
results in higher fluence rates that will cause the reconstructed
value to decrease. Since a relative measurable is adopted the ef-
fect is moderate.
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Figure D.5. The effect of
abosorption heterogenity contrast
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fluorophore yield.

5 15 25
−15

−10

−5

0

5

10

15

node number

!
µ

af
 (%

)

x103

Figure D.6. The error due to
inaccurate fiber positioning. The
graph shows the average error ± 1
SD for every node within the
prostate volume.

It is also seen, in Figure D.4, that the deviation is constant ir-
respective of fluorophore contrast. This was further investigated in
a similar simulation procedure. The fluorophore was here homoge-
neously distributed throughout the whole geometry. The results,
shown in Figure D.5, indicate that the absorptive inclusion has
negligible effect on the mimicked bleaching kinetics.

The spatial deviations were, indeed, very small hence images
showing cross-sectional reconstructions are omitted here.

D.2.3 Fiber position inaccuracies

Inaccurate placement of the fibers is deemed to potentially cause
errors. This was investigated for the case of light-fluence dosimetry
in Paper VI. A corresponding simulation case was here applied in
order to investigate how inaccurate fiber positions will affect the
photosensitizer reconstruction.

The geometry included a fluorescent inclusion, according to
Figure D.3a. The fiber positions was perturbed with randomized
deviations in three dimensions. These were sampled from a uni-
form distribution allowing a maximum deviation of 2 mm. The
simulations followed the procedure below.

(i) Assign bulk optical properties (µ0
a = 0.03 mm−1, µ′0s = 0.9

mm−1 and µ0
af = 0.001 mm−1) to the model geometry. As-

sign fluorescent contrast [2] to the inclusion.

(ii) Forward modeling using accurate fiber positions.

(iii) Random sample ∆x, ∆y, ∆z.

(iv) Forward modeling using inaccurate fiber positions.

(v) Repeat from iii), 25 times.

(vi) IDOSE evaluation and interpolation of the results into FEM-
model.

(vii) Fluorophore reconstructions using accurate fiber positions in
all cases.

(viii) Calculate error relative accurate fiber positions, analogously
to Equation (D.4).

Even though 25 times is not enough to perform statistical anal-
ysis, the simulation results are taken as appropriate estimates of
the expected deviations. The error due to inaccuracies in fiber po-
sition is shown in Figure D.6 where all voxels within the prostate
are included in the calculation of Equation (D.4). The standard
deviation is calculated based on 25 simulations for each voxel. It is
seen that, on average, the errors are within ± 10% although some
voxels evidence large variations. A voxel placed close to a source,
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Figure D.7. Cross-sectional slice
from the simulated geometry with
a) accurate and b) perturbed fiber
positions.

or detector, might be expected to be highly sensitive to fiber po-
sition inaccuracies. No such trends were evident in Figure D.6.

Representative reconstruction results, using accurate and per-
turbed positions, are seen in Figure D.7a and b respectively. The
images show that the inclusion is more smooth in the perturbed
case causing the fluorophore absorption to be overestimated in the
bulk region. This effect is evidently of great importance when aim-
ing for quantitative photosensitizer dosimetry. On the other hand,
since fiber positions are fixed throughout the treatment session,
temporal alterations of the fluorophore concentration, i.e. bleach-
ing, will be less affected by inaccurate fiber positions.
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Comments on the Papers

I Spatially varying regularization based on spectrally
resolved fluorescence emission in fluorescence
molecular tomography
J. Axelsson, J. Svensson, S. Andersson-Engels

The paper presents a method for retrieval of a spatially vary-

ing regularization matrix based on fluorescence emission data.

The scheme relies on the measurements acquired at two spectral

bands as well as different positions on the tissue surface. Due to

difference in attenuation of the two fluorescence bands a simple

approach was developed in order to determine the most likely re-

gion for a fluorescent inclusion within a scattering medium. The

use of this information was then imposed onto a reconstruction

scheme as a constraint. In conclusion the use of prior information,

based on fluorescence emission, showed slightly improved recon-

struction results in terms of resolution.

I developed the evaluation scheme as well as the experimental

setup. I prepared the manuscript.
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II A matrix-free algorithm for multiple wavelength
fluorescence tomography
A. Zacharapoulos, P. Svenmarker, J. Axelsson, M. Schweiger,

S. Arridge, S. Andersson-Engels

The paper presents a reconstruction method that alleviates the

need to construct large system matrices. In optical tomography

numerous of source-detector pairs are applied in the measurement

setup. In addition the measurements can be multispectral lead-

ing to even larger datasets. The problem that was targeted in

this work was the need to produce a system matrix that is lim-

ited by the available computer memory. The scheme presented

here avoid storage of the system matrix and instead iteratively

find the solution. The method was tested on multispectral fluore-

scence tomography data, both simulated and experimental, and

it was concluded that the rationale provide substantial benefits

in computational time and memory requirement.

I took part in the algorithm development. I prepared parts of the

manuscript.

III Autofluorescence insensitive imaging using
upconverting nanocrystals in scattering media
C. Xu, N. Svensson, J. Axelsson, P. Svenmarker, G. Somes-

falean, G. Chen, H. Liang, Z. Zhang, S. Andersson-Engels

In this paper so called up-converting nanocrystals are applied as-

fluorescent constrast markers in a liquid phantom study. The

intent was to show the feasibility of this kind of nanoparticles,

that emit anti-Stokes shifted fluorescence, for potential use in

biomedicine. Since endogenous fluorophores yield Stokes shifted

fluorescence the up-converted fluorescence will not be contami-

nated by autofluorescence. The feasibility was confirmed by ex-

citing the fluorophore, within the scattering medium, at 978 nm

and detecting the fluorescence at 800 nm. Irrespective of added

background fluorophore, mimicking endogenous fluorophores, the

contrast to background was relatively constant.

I took part in the instrument development and discussions con-

cerning data evaluation.
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IV Fluorescence diffuse optical tomography using
upconverting nanoparticles
C. Xu, J. Axelsson, S. Andersson-Engels

The paper presents the first efforts to image the nanocrystals in

Paper III in three dimensions when situated within a scattering

liquid phantom. A reconstruction scheme for this purpose was

developed with the ability to describe the two-photon excitation

process. The experimental study verified that reconstructions us-

ing upconverting nanocrystals provide slightly higher resolution

of the target than compared to linear, Stokes shifter fluorophores.

I took part in the instrumentation development, algorithm devel-

opment and data evaluation.

V Fluorescence monitoring of a topically applied
liposomal Temoporfin formulation and
photodynamic therapy of non-pigmented skin
malignancies
N. Bendsoe, L. Persson, A. Johansson, J. Svensson, J. Axelsson,

S. Andersson-Engels, S. Svanberg, K. Svanberg

In this clinical endeavour 35 skin lesions were treated at the De-

partments of Dermatology and Oncology, Lund University Hospi-

tal employing a liposomal formulation of mTHPC. In addition, the

time between topical drug administration and light delivery was

in the order of hours. Several instruments, i.e. fluorescence imag-

ing/spectroscopy and absorption spectroscopy, were applied to

investigate the selective accumulation of the photosensitizer com-

pound. The conclusion of this study was that liposomal mTHPC,

applied topically, rendered good tumor-normal tissue contrast.

I took part in the experimental work and data analysis. I also

wrote minor parts of the manuscript.
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VI Realtime light dosimetry software tools for
interstitial photodynamic therapy of the human
prostate
A. Johansson, J. Axelsson, J. Swartling, S. Andersson-Engels

In this paper a rationale for individualized and real-time treat-

ment planning for interstitial photodynamic therapy of the

prostate is presented and analyzed. The scheme relies on optical

measurements before, during and after treatment that are used

for calculation of the optical attenuation of the target volume.

The optical properties are employed to iteratively find the fiber-

specific treatment times that render a total delivered dose that

meet the predefined threshold dose. The analysis was performed

on simulated data from a realistic prostate model. In conclusion

the scheme was successful in delivering the intended light dose to

the whole prostate gland despite variations in optical attenuation

and slight fiber position deviations.

I took part in the development of software routines and data anal-

ysis. Finally, I prepared parts of the manuscript.

VII System for interstitial photodynamic therapy with
online dosimetry - first clinical experiences of
prostate
J. Swartling, J. Axelsson, G. Ahlgren, K. Kalkner, S. Nilsson,

S. Svanberg, K. Svanberg, S. Andersson-Engels

This manuscript presents the first results from a clinical study

of photodynamic therapy of primary prostate cancer, employing

mTHPC, and the online dosimetry scheme presented in Paper VI.

The intent was to ablate the whole prostate while limiting the de-

livered light fluence dose to organs at risk, such as urethra and rec-

tum. Based on post-treatment calculations of the delivered dose

the system showed capabilities to meet the intended goal. Despite

this fact 3 of 4 patients had viable cancer cells at the 6 month

follow-up. MRI also confirmed potential undertreatment since

only parts of the prostate volume had decreased enhancement

when investigation was performed two weeks post-treatment. The

reason for incomplete treatment outcome was postulated to be

1) a too low and conservatively set threshold dose and 2) fiber-

specific fibre attenuation caused by heterogeneities such as blood

occlusion.

I took part in the development of instrumentation and dosimetry

software as well as data analysis. I prepared major parts of the

manuscript.
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VIII In vivo photosensitizer tomography inside the
human prostate
J. Axelsson, J. Swartling, S. Andersson-Engels

In this paper the feasibility to reconstruct the photosensitizer dis-

tribution throughout a scattering volume, i.e. the prostate, was

investigated. Data from the clinical study in Paper VII as well as

a phantom study was utilized. Due to the ill-posedness of the fun-

damental problem the solution must be regularized leading to a

smooth solution. The capability to reconstruct the absolute con-

centration of a fluorescent inclusion was assessed in a phantom

study. The absolute value was within 15% from the true value

although the appearance was more smooth.

I implemented the reconstruction scheme, took part in the instru-

ment development, performed the data evaluation and prepared

the manuscript.
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Brydegaard Sörensen for providing the friendliest atmosphere
anyone can imagine. It has been a blessing to have you all around.

I would also like to express a special thanks to Ann Johans-
son, Jenny Skans, Linda Persson, Niels Bendsoe and Christoffer
Abrahamsson and Gabriel Somesfalean for good collaboration
and equally important contributions to the friendly atmosphere.

Moreover, I thank past and present people at SpectraCure;
Johannes Swartling, Stephan Dymling, Sara P̊alsson, Rasmus
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